Isabelle-verified correctness of Datalog programs for program analysis
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ABSTRACT

Static program analysis has become an essential tool for developers to find and avoid bugs as well as security vulnerabilities. This is particularly important for applications requiring formal verification, e.g., safety- or security-critical applications.

We formalize and prove correct all the components needed to specify and perform static analysis based on the Datalog logic programming language, including the first known Isabelle formalization of stratified Datalog. In addition, the existence of least solutions for any stratified Datalog program is established and proven. We demonstrate the usefulness of our formalization by further formalizing the general Bit-Vector Framework and prove correct four classic analyses in this framework.

CCS CONCEPTS

• Theory of computation → Logic and verification; Program analysis.

KEYWORDS

Datalog, static analysis, formal methods, Isabelle

1 INTRODUCTION

The ability of static analysis to provide automated and scalable bug-finding and verification has made it an intrinsic part of the development process, not least for critical applications requiring high assurance levels. Despite this, relatively little work has been published on formalizing and mechanically verifying static analyses and the frameworks for designing and implementing such analyses, leaving a "formalization gap" where applications may be formally verified by analysis tools and frameworks that are not.

In this work, we use Isabelle to formalize and develop a theory for stratified Datalog, a non-Turing complete logic programming language that has been used to specify and implement static analyses in a succinct form that scales to real-life code bases. To the best of our knowledge, this is the first such formalization in Isabelle. We use our formalization to prove that all analyses in the so-called Bit-Vector Framework can be encoded as corresponding Datalog analyses. The Bit-Vector Framework, sometimes known as gen-kill analysis or simply bit-vector data flow analysis, is a general and widely used subset of Kildall’s classic data flow analysis framework and the more general monotone framework, consisting of the program analyses that can be defined and implemented using efficient bit-vector representations of the data flow equations and operations. To the best of our knowledge, this is the first published proof that Datalog subsumes the Bit-Vector Framework. We further use the Datalog formalization to formally establish the existence of least solutions for any stratified Datalog program, essential for reasoning about negations in clauses and for obtaining the most precise analysis results. This is a non-trivial task, since the ordering of solutions, and hence the least solution, has to take stratification into account.

Lastly, we illustrate the usefulness and applicability of our Datalog and Bit-Vector Framework formalization by formalizing and proving correct four classic bit-vector analyses, i.e., instances of the Bit-Vector Framework. Analyses formulated as Datalog programs are of particular interest because they have been shown to scale to large code bases and are often easier and less time consuming to define and develop.

In summary, our contributions are: (1) a formalization of stratified Datalog, (2) a formal proof that a least solution exists for any stratified Datalog program, (3) a formalization of program graphs, (4) a formal proof that all bit-vector analyses can correctly be formulated as Datalog programs, and (5) a formalization and correctness proof of the reaching definitions, live variables, available expressions, and very busy expressions analyses. Our work is available online.

2 DATALOG FOR PROGRAM ANALYSIS

Program analysis is traditionally concerned with proving properties about programs at compile time, e.g., to enable compiler optimizations or guaranteeing the absence of bugs. There are numerous approaches to defining program analyses but the work here is based on a recent approach using the Datalog language for specification and implementation of the analyses.

Datalog is a logic programming language inspired by and resembling (a simplified subset of) Prolog that is not Turing complete. This choice facilitates developing program analyses in a way that separates specification and implementation of the analysis while leveraging efficient implementation that scales to real-life code bases.

Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s).

SAC ’24, April 8–12, 2024, Avila, Spain
© 2024 Copyright held by the owner/author(s).
https://doi.org/10.1145/3605098.3636091
Using Datalog for program analysis generally works by defining Datalog predicates that track analysis information for each program point and Datalog clauses that propagate this information according to the instructions of the program under analysis. For typical analyses, this specification only has to be done once for each type of instruction, e.g., all assignments are handled by similar Datalog clauses. The Datalog clauses comprising the analysis specification can then be used to perform analysis of a concrete program by first generating a set of ground facts that represents the program to be analyzed and then applying the Datalog program to the ground facts. In particular, the control flow is encoded as ground facts, e.g., by encoding the program graph of the program to be analyzed as shown in this paper. The solution to the Datalog program is now also the analysis result.

3 FORMALIZING DATALOG IN ISABELLE/HOL

Given the widespread use of Datalog in diverse areas of application our formalization is of separate interest also outside of program analysis. The goal is a formalization enabling us to not only establish correctness of strategies for evaluating clauses of Datalog programs but also to prove the correctness of strategies for evaluating clauses of Datalog programs.

For convenience in specifying analyses, we use a Datalog extension, called stratified Datalog, that allows negation. To ensure well-definedness, negation must be used in a structured way to avoid circular, nonsensical clauses. While convenient for users, stratification makes the formalization more involved and demanding. Due to the semantics and the ordering of solutions to Datalog programs, programs that need to take stratification into account, we also need to prove that minimal solutions to stratified Datalog programs coincide with least solutions. We prove this as a consequence of a proof of the existence of a least solution (also known as the perfect model [2, 9]).

Our formalization of Datalog is based on Nielson and Nielson’s textbook [6] and was done using Isabelle/HOL [7, 8] which is a proof assistant for Higher-Order Logic. Proof assistants allow their users to define objects from mathematics, logic and computer science and to prove lemmas and theorems about them. The proof assistant checks if the proofs are correct and can also do parts of proofs automatically. The advantage is clear: a proof done in a proof assistant is highly trustworthy. Proof assistants typically rely on a small, trusted kernel based on a relatively simple proof system. Isabelle/HOL’s logic (HOL) can be seen as a combination of typed functional programming with logic. Therefore a formalization will specify the types of objects we want to reason about, and then we study terms (representing mathematical objects) of these types.

To give a flavour of the actual formalisation we present the following excerpt formalizing the semantics of Datalog. For lack of space, we do not go into any details:

```
fun eval id (⟦ [] ⟧) where
  ⟦ Var x ⟧ id σ = σ x
  ⟦ Cst c ⟧ id σ = c

fun eval ids (⟦ [] ⟧) where
  ⟦ ids ⟧ id σ = map (λa. ⟦ a ⟧ id σ) ids

fun meaning lh (⟦ [] ⟧) where
  ⟦ p(ids) ⟧lh q σ ←→ ⟦ ids ⟧ds σ σ ∈ p

fun meaning rh (⟦ [] ⟧) where
  ⟦ a = a' ⟧ rh q σ ←→ ⟦ a ⟧rh σ σ = ⟦ a' ⟧rh σ
  ⟦ a ≠ a' ⟧ rh q σ ←→ ⟦ a ⟧rh σ σ ≠ ⟦ a' ⟧rh σ
  ⟦ p(ids) ⟧ rh q σ ←→ (⟦ ids ⟧ rh σ σ ∈ p

fun meanings (⟦ [] ⟧) where
  ⟦ rh ⟧ rhs q σ ←→ (∀ rh ∈ set rhs. ⟦ rh ⟧ rh q σ)

fun meanings (⟦ [] ⟧) where
  ⟦ p(ids) ⟧ rh = rhs q σ ←→ (⟦ p(ids) ⟧ rh q σ)

fun solves lh (⟦ [] ⟧) where
  q = lh q σ ←→ (∀ rh. ⟦ rh ⟧ lh q σ)

fun solves rh (⟦ [] ⟧) where
  q = rh q σ ←→ (∀ rh. ⟦ rh ⟧ rh q σ)

definition solves lhs (⟦ [] ⟧) where
  q = lhs q σ ←→ (∀ rh. ⟦ rh ⟧ rh q σ)

definition solves rhs (⟦ [] ⟧) where
  q = rhs q σ ←→ (∀ rhs ∈ dls. ∀ q ∈ lcls cds)
```

REFERENCES