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Abstract
We establish $\Sigma_1^1$-completeness (in the analytical hierarchy) of weak bisimilarity checking for infinite-state processes generated by pushdown automata and parallel pushdown automata. The results imply $\Sigma_1^1$-completeness of weak bisimilarity for Petri nets and give a negative answer to the open problem stated by Jančar (CAAP'95): “does the problem of weak bisimilarity for Petri nets belong to $\Delta_1^1$?”
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1 Introduction

Given two (infinite-state) processes, the equivalence checking problem is to decide whether the processes are equivalent with regard to some behavioral equivalence. This question has been intensively studied for various classes of infinite-state systems (see e.g. [1,8,12] for overviews). The notion of bisimulation equivalence is of particular interest both for the theory and practice.

Strong (and weak) bisimilarity checking of Petri nets (PN) is known to be undecidable [6]. In the case of strong bisimilarity the problem is $\Pi_1^0$-complete in the arithmetical hierarchy (see e.g. [5]) and in the weak case it is known to be highly undecidable [5] (i.e. it lies beyond the arithmetical hierarchy).

On the other hand, strong bisimilarity checking of pushdown processes (PDA) remains decidable [11] while e.g. the language equivalence is not. The weak bisimilarity problem for PDA was recently proved to be undecidable [14] and we conjectured that the problem lies beyond the arithmetical hierarchy.
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In this paper we confirm this conjecture and we strengthen the results of high undecidability of weak bisimilarity for PDA and PN not only to \( \omega \)-hardness in the arithmetical hierarchy but also to \( \Sigma^1_1 \)-hardness (the first level of the analytical hierarchy). In the case of Petri nets our proof generalizes the result of Jančar [5] also in another way: the result is demonstrated for a proper subclass of PN called parallel pushdown processes (PPDA) or also multiset automata.

As for the upper bounds it is easy to observe that the weak bisimilarity problems are contained in \( \Sigma^1_1 \) (see [5]). Hence \( \Sigma^1_1 \)-completeness of weak bisimilarity for PDA and PPDA (and PN) is established.

An interesting observation is that PDA, PN and PPDA are not Turing powerful (e.g. reachability remains decidable [9]) but still the weak bisimilarity problems are surprisingly highly undecidable.

These \( \Sigma^1_1 \)-lower bounds contrast to other results in the theory. For example (weak) trace equivalence checking of PDA and PN remains \( \Pi^0_1 \)-complete (see [5]). On the other hand for the communication-free subclass of PN called basic parallel processes strong bisimilarity is PSPACE-complete [7,13] and weak bisimilarity is very likely to be decidable, while other equivalences including (strong and weak) trace equivalence are undecidable [4]. In fact (strong and weak) trace equivalence is \( \Pi^0_1 \)-complete [5]. Similar surprising results are valid also for stateless PDA (called basic process algebra) where strong bisimilarity is decidable in 2-EXPTIME [2] and weak bisimilarity is conjectured to be also decidable, while (strong and weak) trace equivalence is undecidable (the formalism describes exactly the class of context-free languages). Again, the problem of (strong and weak) trace equivalence can be seen to be \( \Pi^0_1 \)-complete by using a construction from [5].

2 Basic Definitions

A labelled transition system is a triple \((S, \text{Act}, \rightarrow)\) where \(S\) is a set of states (or processes), \(\text{Act}\) is a set of labels (or actions), and \(\rightarrow \subseteq S \times \text{Act} \times S\) is a transition relation, written \(\alpha \xrightarrow{a} \beta\), for \((\alpha, a, \beta) \in \rightarrow\).

Assume that the set of actions \(\text{Act}\) contains a distinguished silent action \(\tau\). The weak transition relation \(\Rightarrow\) is defined by \(\xrightarrow{a} \defeq (\tau)^* \circ \xrightarrow{a} \circ (\tau)^*\) if \(a \in \text{Act} \setminus \{\tau\}\), and \(\xrightarrow{a} = (\tau)^*\) if \(a = \tau\).

Let \((S, \text{Act}, \rightarrow)\) be a labelled transition system. A binary relation \(R \subseteq S \times S\) is a weak bisimulation iff whenever \((\alpha, \beta) \in R\) then for each \(a \in \text{Act}\): if \(\alpha \xrightarrow{a} \alpha'\) then \(\beta \xrightarrow{a} \beta'\) for some \(\beta'\) such that \((\alpha', \beta') \in R\); and if \(\beta \xrightarrow{a} \beta'\) then \(\alpha \xrightarrow{a} \alpha'\) for some \(\alpha'\) such that \((\alpha', \beta') \in R\). Processes \(\alpha\) and \(\beta\) are weakly bisimilar (\(\alpha \approx \beta\)) iff there is a weak bisimulation \(R\) such that \((\alpha, \beta) \in R\).

Weak bisimilarity has an elegant characterization in terms of bisimulation games. A bisimulation game on a pair of processes \(\alpha_1\) and \(\alpha_2\) is a two-player game between an ‘attacker’ and a ‘defender’. The game is played in rounds.
In each round the players change the current states $\beta_1$ and $\beta_2$ (initially $\alpha_1$ and $\alpha_2$) according to the following rule.

(i) The attacker chooses an $i \in \{1, 2\}$, $a \in \mathcal{Act}$ and $\beta'_i \in S$ such that $\beta_i \xrightarrow{a} \beta'_i$.

(ii) The defender responds by choosing a $\beta'_{3-i} \in S$ such that $\beta_{3-i} \xrightarrow{a} \beta'_{3-i}$.

(iii) The states $\beta'_1$ and $\beta'_2$ become the current states.

A play is a maximal sequence of pairs of states formed by the players according to the rule described above, and starting from the initial states $\alpha_1$ and $\alpha_2$. The defender is the winner in every infinite play. A finite play is lost by the player who is stuck.

The following theorem is a standard one (see e.g. [16,17]).

**Theorem 2.1** Processes $\alpha_1$ and $\alpha_2$ are weakly bisimilar iff the defender has a winning strategy (and nonbisimilar iff the attacker has a winning strategy).

In what follows we shall frequently use a technique called ‘Defender’s Choice’ (abbreviated by DC). The idea is that the attacker in the bisimulation game starting from $\alpha$ and $\beta$ can be forced by the defender to play a certain transition in the following sense: if the attacker takes any other available transition (either from $\alpha$ or $\beta$), the defender can always answer in such a way that the resulting processes are weakly bisimilar (and hence the attacker loses).

A typical situation may look like

\[
\begin{array}{c}
\alpha' \\
\alpha_1 \xrightarrow{a} \alpha_2 \\
\beta_1 \xrightarrow{a} \beta_2
\end{array}
\]

where $\alpha_i \approx \beta_i$ for $1 \leq i \leq 2$ (very often $\alpha_i$ and $\beta_i$ will be even syntactically equal). It is easy to see that in the bisimulation game starting from $\alpha$ and $\beta$ the attacker is forced (DC) to take the transition $\alpha \xrightarrow{a} \alpha'$. In all other possible moves he immediately loses.

Let $Q = \{p, q, \ldots\}$, $\Gamma = \{X, Y, \ldots\}$ and $\mathcal{Act} = \{a, b, \ldots\}$ be finite sets of control states, stack symbols and actions, respectively, such that $Q \cap \Gamma = \emptyset$ and $\tau \in \mathcal{Act}$ is the distinguished silent action. A pushdown automaton (PDA) is a finite set $\Delta$ of rewrite rules of the type $p \xrightarrow{a} q\alpha\gamma$ or $pX \xrightarrow{a} q\alpha\gamma$ where $a \in \mathcal{Act}$, $p, q \in Q$, $\alpha \in \Gamma^*$ and $X \in \Gamma$.

A pushdown automaton $\Delta$ generates a labelled transition system $T(\Delta) \overset{\text{def}}{=} (Q \times \Gamma^*, \mathcal{Act}, \rightarrow)$ where $Q \times \Gamma^*$ is the set of states, $\mathcal{Act}$ is the set of actions, and the transition relation $\rightarrow$ is defined by prefix-rewriting rules: $p\gamma \xrightarrow{a} q\alpha\gamma$ if $(p \xrightarrow{a} q\alpha) \in \Delta$, and $pX\gamma \xrightarrow{a} q\alpha\gamma$ if $(pX \xrightarrow{a} q\alpha) \in \Delta$ for all $\gamma \in \Gamma^*$.

---

\(^3\) We write $p\alpha$ instead of $(p, \alpha) \in Q \times \Gamma^*$ where $p$ is a control state and $\alpha$ is the stack content. A state $p\epsilon \in Q \times \Gamma^*$, where $\epsilon$ stands for the empty stack, is written as $p$. 

3
A parallel pushdown automaton (PPDA) is defined in the same way as PDA. The only difference is that the states of the transition system generated by a PPDA system are considered modulo commutativity of the operator for the composition of stack symbols. Hence rather than a sequential access to the stack (as in the case of PDA) we have a parallel access to all the symbols stored in the stack and the stack can be viewed as a multiset of stack symbols.

**Example 2.2** Let $\Delta \triangleq \{pX \xrightarrow{a} q\}$. For PPDA there is a transition $pYX \xrightarrow{a} qY$ but there is no such a transition when $\Delta$ is interpreted as PDA.

**Remark 2.3** For technical convenience (and w.l.o.g.) the rewrite rules for PDA and PPDA were introduced in a slightly more general form than usual. Different definitions use only rules of the form $pX \xrightarrow{a} q\alpha$. Nevertheless, the rules of the form $p \xrightarrow{a} q\alpha$ can be converted into this form by standard techniques.

Let $N_0 \triangleq \{0, 1, 2, 3, \ldots\}$. In what follows we will use the notation $A^i$ for a sequence of $i \in N_0$ occurrences of $A \in \Gamma$, i.e., $A^0 \triangleq \epsilon$ and $A^{i+1} \triangleq A^i A$. By $\#_A(\gamma)$ we denote the number of occurrences of $A \in \Gamma$ in the sequence $\gamma \in \Gamma^*$.  

## 3 High Undecidability of Weak Bisimilarity

In this section we prove that weak bisimilarity checking of PPDA and PDA is $\Sigma_1^1$-hard. The proofs are by reduction from the recurrence problem of non-deterministic Minsky machines. We describe first a general idea of the reduction and then show how it applies to PPDA and PDA.

### 3.1 General Idea

A nondeterministic Minsky machine $R$ with two non-negative counters $c_1$ and $c_2$ is a finite sequence of instructions $R = (I_1, I_2, \ldots, I_n)$ such that $n \geq 1$ and every instruction $I_i$, $1 \leq i \leq n$, is one of the following three types:

- **increment** $i : c_r \leftarrow c_r + 1; \text{ goto } j$
- **test and decrement** $i : \text{ if } c_r = 0 \text{ then goto } j \text{ else } c_r \leftarrow c_r - 1; \text{ goto } k$
- **nondet. branching** $i : \text{ goto } (j \text{ or } k)$

where $1 \leq r \leq 2$ and $1 \leq j, k \leq n$.

**Remark 3.1** W.l.o.g. we can assume that $I_1$ is of the type ‘increment’.

A configuration of $R$ is a triple $(i, v_1, v_2) \in \{1, \ldots, n\} \times N_0 \times N_0$ where $i$ is the label of the instruction to be executed, and $v_1$ and $v_2$ are the values of the counters $c_1$ and $c_2$, respectively. A computational step $\hookrightarrow$ between configurations is defined in the natural way.

The following recurrence problem $P_{\text{rec}}$ is $\Sigma_1^1$-complete [3]: “given a non-deterministic Minsky machine $R$, is there an infinite computation of $R$ starting
at the instruction label 1 with both counters zero such that the instruction \( I_1 \) is executed infinitely many times?" 

We reduce the problem \( P_{\text{rec}} \) to weak bisimilarity checking of PPDA and PDA. Given an instance \( P \) of \( P_{\text{rec}} \) we construct a PPDA (PDA) system \( \Delta \) and a pair of processes \( p_1 \) and \( p_1' \) such that the answer to the problem \( P \) is yes if and only if \( p_1 \cong p_1' \).

The intuition is that a configuration \((i, v_1, v_2)\) corresponds to a pair of processes \( p_1 \gamma \) and \( p_1' \gamma' \) where \( \gamma, \gamma' \in \{C_1, C_2, A\}^* \) such that \( \#_{C_1}(\gamma) = \#_{C_1}(\gamma') = v_1 \), \( \#_{C_2}(\gamma) = \#_{C_2}(\gamma') = v_2 \), and \( \#_A(\gamma) = \#_A(\gamma') \) is the upper bound on the number of steps before the instruction \( I_1 \) is executed. In order to check whether \( \gamma \) and \( \gamma' \) contain the same number of occurrences of \( C_1, C_2 \) and \( A \) we shall introduce the following rules.

\[
\begin{align*}
\text{equal } & \xrightarrow{c_1} \text{equal}_{C_1} \\
\text{equal}_{C_1} & \xrightarrow{c} \text{equal}_{C_2} \\
\text{equal}_{C_2} & \xrightarrow{\tau} \text{equal}_{C_1} \\
\text{equal}_{C_1} & \xrightarrow{\tau} \text{equal}_A \\
\text{equal}_{C_2} & \xrightarrow{\tau} \text{equal}_A \\
\text{equal}_A & \xrightarrow{a} \text{equal}_A \\
\text{equal}_{C_1} & \xrightarrow{\tau} \text{equal}_A \\
\text{equal}_{C_2} & \xrightarrow{\tau} \text{equal}_A \\
\text{equal}_A & \xrightarrow{c} \text{equal}_A
\end{align*}
\]

**Lemma 3.2** Let \( \gamma, \gamma' \in \{C_1, C_2, A\}^* \). It holds that \( \text{equal } \gamma \approx \text{equal } \gamma' \) if and only if \( \#_{C_1}(\gamma) = \#_{C_1}(\gamma') \), \( \#_{C_2}(\gamma) = \#_{C_2}(\gamma') \) and \( \#_A(\gamma) = \#_A(\gamma') \). It is irrelevant whether the rules are interpreted as PPDA or PDA.

**Proof.** In the first round the attacker selects a symbol to be tested by performing the action \( c_1, c_2 \) or \( a \). In the successive rounds every occurrence of the selected symbol becomes visible under the action \( c \). The \( \tau \) rules simply remove the remaining symbols (these rules are needed only in the case of PDA). \( \square \)

Our aim is to design a set of rewrite rules \( \Delta \) such that both the attacker and the defender have the possibility to force the opponent to faithfully simulate the computation of \( R \).

A single computational step \((i, v_1, v_2) \rightsquigarrow (i', v_1', v_2')\) of the machine \( R \) is simulated by a finite number of rounds in the bisimulation game starting from \( p_1 \gamma \) and \( p_1' \gamma' \) such that \( \gamma, \gamma' \in \{C_1, C_2, A\}^* \) where \( \#_{C_1}(\gamma) = \#_{C_1}(\gamma') = v_1 \), \( \#_{C_2}(\gamma) = \#_{C_2}(\gamma') = v_2 \) and \( \#_A(\gamma) = \#_A(\gamma') \). Such a simulation consists of two phases: a counting phase and an execution phase.

In the counting phase the players move from \( p \)-control states \( p_1 \gamma \) and \( p_1' \gamma' \) to \( q \)-control states \( q_1 \delta \) and \( q_1' \delta' \) such that the number of occurrences of the symbol \( A \) is altered while the number of occurrences of \( C_1 \) and \( C_2 \) is preserved. This phase depends on whether \( i = 1 \) (in this case the defender has the possibility to add an arbitrary number of the symbols \( A \) to both \( \gamma \) and \( \gamma' \)) or whether \( i > 1 \) (in this case one occurrence of \( A \) is deleted from \( \gamma \) and \( \gamma' \)).

In the execution phase starting from the \( q \)-control states \( q_1 \delta \) and \( q_1' \delta' \) the players execute the corresponding instruction \( I_1 \) and modify the number of occurrences of \( C_1 \) and \( C_2 \) accordingly (hence reaching a new pair of \( p \)-control
states $p_i \omega$ and $p'_i \omega'$ such that $\#C_1(\omega) = \#C_1(\omega') = v_1$, $\#C_2(\omega) = \#C_2(\omega') = v_2$ and $\#A(\omega) = \#A(\omega') = \#A(\delta) = \#A(\delta')$. In the case of nondeterministic branching the continuation of the game is determined by the defender (using DC).

This concludes the simulation of one computational step of $R$ and the same game repeats starting from $p_i \omega$ and $p'_i \omega'$ (the instruction $I_{i'}$ is going to be executed in this step).

Since the players can force one another to follow the two phases described above, we are able to argue for the correctness of our reduction as follows.

- If there is an infinite computation of $R$ where $I_1$ is executed infinitely many times then let us fix such a computation. The defender can now force the attacker to simulate this computation in the bisimulation game from $p_1$ and $p'_1$ (initially both counters are empty). Moreover the defender is able to add a sufficient number of the symbols $A$ whenever the instruction $I_1$ is executed and hence it is always possible to delete one occurrence of $A$ in the counting phase of instructions different from $I_1$. The bisimulation game becomes infinite and hence winning for the defender.

- If there is no infinite computation of $R$ where $I_1$ occurs infinitely often then the attacker can force the defender to simulate a particular computation (selected by the defender) and after finitely many rounds it is the case that the instruction $I_1$ cannot be executed from that point (irrelevant of the choices for nondeterministic branching). Now the attacker continues to simulate the computation of $R$. Every computational step decreases the number of occurrences of the symbol $A$. Hence after finitely many rounds the attacker wins (all occurrences of $A$ are removed and this can be checked).

### 3.2 $\Sigma^1_1$-Completeness of Weak Bisimilarity for PPDA

We shall now provide the reader with the necessary details of the construction described above. The PPDA rewrite rules are constructed in such a way that they enable a quick adaptation into PDA rules later on.

We start with the counting phase (i.e. moving from $p$-control states to $q$-control states). The rules that prepare the execution of $I_1$ are as follows.

\[
\begin{align*}
    p_1 & \xrightarrow{a} r_1 & p'_1 & \xrightarrow{a} t'_1 \\
    p_1 & \xrightarrow{a} t'_1 & t'_1 & \xrightarrow{\tau} t'_1 A & t'_1 & \xrightarrow{\tau} r'_1 \\
    r_1 & \xrightarrow{a} s_1 & r'_1 & \xrightarrow{a} q'_1 \\
    s_1 & \xrightarrow{\tau} s_1 A & s_1 A & \xrightarrow{\tau} s_1 & s_1 & \xrightarrow{\tau} q_1 & r'_1 & \xrightarrow{a} s_1 \\
    q_1 & \xrightarrow{\text{check}} \text{equal} & q'_1 & \xrightarrow{\text{check}} \text{equal}
\end{align*}
\]
Consider a bisimulation game starting from \( p_1 \gamma \) and \( p_1' \gamma' \) for some \( \gamma, \gamma' \in \{C_1, C_2, A\}^* \) such that the number of occurrences of \( C_1, C_2 \) and \( A \) in \( \gamma \) and \( \gamma' \) are equal.

In the first round the attacker is forced to play \( p_1 \gamma \overset{a}{\rightarrow} r_1 \gamma \) (DC) and the defender can answer by \( p_1' \gamma' \overset{a}{\rightarrow} r_1' \gamma' \) for some \( \ell' \in \mathbb{N}_0 \) and hence add an arbitrary number of the symbols \( A \). If the defender stays in a state of the form \( \ell' \gamma \gamma' \) the attacker simply continues by using the rule \( \ell' \overset{\tau}{\rightarrow} \ell \) and since there are no \( \tau \)-moves from \( r_1 \gamma \) both players can force the other one to reach a pair of states \( r_1 \gamma \) and \( r_1' \gamma' \) and it is the defender who chose \( \ell' \in \mathbb{N}_0 \).

In the next round the attacker is forced to play \( r_1' \gamma' \overset{a}{\rightarrow} q_1' \gamma' \) (DC - here the rule \( s_1 A \overset{\tau}{\rightarrow} s_1 \) is necessary) and the defender can answer by \( r_1 \gamma \overset{a}{\rightarrow} q_1 \gamma \) for some \( \ell \in \mathbb{N}_0 \) (in fact even some number of symbols \( A \) from \( \gamma \) can be deleted but in this case the attacker wins as argued later on in this paragraph). As before, if the defender stays in the \( s_1 \)-state the attacker uses the rule \( s_1 \overset{\tau}{\rightarrow} q_1 \) and since there are no \( \tau \) rules out of the state \( q_1' \gamma' \) the game continues from the pair of \( q \)-control states \( q_1 \gamma \gamma' \) and \( q_1' \gamma' \). If \( \ell \neq \ell' \) then the attacker has the possibility to perform the action \texttt{check} and he wins because of Lemma 3.2.

This means that after finitely many rounds the players can force the opponent to reach a pair of states \( q_1 \gamma \gamma' \) and \( q_1' \gamma' \) and it is the defender who is allowed to choose the number of occurrences of \( A \).

The following rules decrease the number of occurrences of \( A \) by one and prepare the execution of the instructions \( I_2, \ldots, I_n \). In the following rules let \( i \) range over \( \{2, \ldots, n\} \) and let \texttt{stop} be a particular control state from which no transitions are possible.

\[
\begin{align*}
p_i A &\overset{\text{count}}{\rightarrow} q_i & p_i' A &\overset{\text{count}}{\rightarrow} q_i' \\
p_i &\overset{\text{check}}{\rightarrow} \texttt{stop} & p_i' &\overset{\text{check}}{\rightarrow} \texttt{stop}
\end{align*}
\]

Consider a bisimulation game starting from \( p_i \gamma \) and \( p_i' \gamma' \) for some \( \gamma, \gamma' \in \{C_1, C_2, A\}^* \) and \( 1 < i \leq n \) such that the number of occurrences of \( C_1, C_2 \) and \( A \) in \( \gamma \) and \( \gamma' \) are equal.

If \( \#A(\gamma) = \#A(\gamma') > 1 \) then after one round the players perform the action \texttt{count} and reach the pair \( q_i \delta \) and \( q_i' \delta' \) such that \( A \delta = \gamma \) and \( A \delta' = \gamma' \) as desired. Should the attacker choose the action \texttt{check} the defender wins immediately.

On the other hand if \( \#A(\gamma) = \#A(\gamma') = 0 \) then the attacker wins by using the rule \( p_i \overset{\text{check}}{\rightarrow} \texttt{stop} \) to which the defender has no answer.

We proceed by the execution phase (i.e. moving from \( q \)-control states to \( p \)-control states).

For every \( i, 1 \leq i \leq n \), such that \( I_i \) is of the type
\[
i : \ c_r := c_r + 1; \ \texttt{goto} \ j
\]
we have the following rules.

\[
\begin{align*}
q_i &\overset{\text{inc}}{\rightarrow} p_j C_r & q_i' &\overset{\text{inc}}{\rightarrow} p_j' C_r
\end{align*}
\]
In one round of the game starting from \(q_i\delta\) and \(q'_i\delta'\) the players have only one way to continue and reach the pair \(p_jC_r\delta\) and \(p'_jC_r\delta'\). Hence they faithfully simulate the corresponding computational step of the machine \(R\).

For every \(i, 1 \leq i \leq n\), such that \(I_i\) is of the type

\[
i : \text{goto (} j \text{ or } k \text{)}
\]

we have the following rules.

\[
\begin{align*}
q_i \xrightarrow{a} q_i^{\text{choice}} & & q'_i \xrightarrow{a} q_i^{\text{left}} \\
q_i \xrightarrow{a} q_i^{\text{left}} & & q'_i \xrightarrow{a} q_i^{\text{right}} \\
q_i \xrightarrow{a} q_i^{\text{right}} & & q'_i \xrightarrow{a} q_i^{\text{choice}}
\end{align*}
\]

\[
\begin{align*}
q_i^{\text{choice}} & \xrightarrow{\text{left}} p_j & q_i^{\text{left}} & \xrightarrow{\text{left}} p'_j & q_i^{\text{left}} & \xrightarrow{\text{right}} p_k \\
q_i^{\text{choice}} & \xrightarrow{\text{right}} p_k & q_i^{\text{right}} & \xrightarrow{\text{right}} p'_j & q_i^{\text{right}} & \xrightarrow{\text{left}} p_j
\end{align*}
\]

Consider a bisimulation game starting from \(q_i\delta\) and \(q'_i\delta'\) for some \(\delta, \delta' \in \{C_1, C_2, A\}^*\) such that the number of occurrences of \(C_1, C_2\) and \(A\) in \(\delta\) and \(\delta'\) are equal. We claim that after two rounds of the game the players can force the opponent to reach either \(p_j\delta\) and \(p'_j\delta'\) or \(p_k\delta\) and \(p'_k\delta'\) and it is the defender who decides between these two alternatives.

In the first round the attacker is forced to play \(q_i\delta \xrightarrow{a} q_i^{\text{choice}}\) (DC) and the defender answers by (i) \(q'_i\delta' \xrightarrow{a} q_i^{\text{left}}\delta'\) or (ii) \(q'_i\delta' \xrightarrow{a} q_i^{\text{right}}\delta'\). In the second round starting from (i) \(q_i^{\text{choice}}\delta\) and \(q_i^{\text{left}}\delta'\) or (ii) \(q_i^{\text{choice}}\delta\) and \(q_i^{\text{right}}\delta'\) the attacker is forced (DC) to play the action \(\text{left}\) in case (i) or the action \(\text{right}\) in case (ii). This means that after two rounds the players reach the pair (i) \(p_j\delta\) and \(p'_j\delta'\) or (ii) \(p_k\delta\) and \(p'_k\delta'\) according to the defender’s choice.

The rules for the ‘test and decrement’ instructions start with similar rules as those for nondeterministic branching. First, the defender has the choice to determine whether the relevant counter is empty or not and the game continues according to this decision. After the defender’s move, the attacker has the possibility to check the correctness of the defender’s decision.

Hence for every \(i, 1 \leq i \leq n\), such that \(I_i\) is of the type

\[
i : \text{if } c_r = 0 \text{ then goto } j \text{ else } c_r := c_r - 1; \text{ goto } k
\]

we have the following rules.

\[
\begin{align*}
q_i \xrightarrow{a} q_i^{\text{choice}} & & q'_i \xrightarrow{a} q_i^{\text{left}} \\
q_i \xrightarrow{a} q_i^{\text{left}} & & q'_i \xrightarrow{a} q_i^{\text{right}} \\
q_i \xrightarrow{a} q_i^{\text{right}} & & q'_i \xrightarrow{a} q_i^{\text{choice}}
\end{align*}
\]

\[
\begin{align*}
q_i^{\text{choice}} & \xrightarrow{\text{left}} \text{zero}_i & q_i^{\text{left}} & \xrightarrow{\text{left}} \text{zero}'_i & q_i^{\text{left}} & \xrightarrow{\text{right}} \text{nonzero}_i \\
q_i^{\text{choice}} & \xrightarrow{\text{right}} \text{nonzero}_i & q_i^{\text{right}} & \xrightarrow{\text{right}} \text{nonzero}'_i & q_i^{\text{right}} & \xrightarrow{\text{left}} \text{zero}_i
\end{align*}
\]
Consider a bisimulation game starting from $q_0\delta$ and $q_0\delta'$ for some $\delta, \delta' \in \{C_1, C_2, A\}^*$ such that the number of occurrences of $C_1$, $C_2$ and $A$ in $\delta$ and $\delta'$ are equal.

The same arguments as before apply to show that after two rounds of the game the players can force the opponent to reach the pair (i) $q_0\delta$ and $q_0\delta'$ or (ii) $n_0\delta$ and $n_0\delta'$ according to the defender’s choice.

The attacker can now verify the correctness of the defender’s decision by playing the action $\text{check}$ and thus forcing the defender to reach a pair of states starting with either (i) $z_r$ and $z'_r$ or (ii) $n_r$ and $n'_r$. The following two lemmas show that in this case the attacker wins if and only if the defender cheated.

**Lemma 3.3** Let $\delta, \delta' \in \{C_1, C_2, A\}^*$ and $r \in \{1, 2\}$. It holds that $z_r\delta \approx z'_r\delta'$ if and only if $0 = \#_C(\delta) = \#_C(\delta')$. It is irrelevant whether the rules are interpreted as PPDA or PDA.

**Proof.** Obvious. □

**Lemma 3.4** Let $\delta, \delta' \in \{C_1, C_2, A\}^*$ and $r \in \{1, 2\}$. It holds (in the case of PPDA) that $n_r\delta \approx n'_r\delta'$ if and only if $1 \leq \#_C(\delta) = \#_C(\delta')$. It also holds (in the case of PDA) that $n_r\delta \approx n'_r\delta'$ if and only if both $\delta$ and $\delta'$ begin with $C_r$.

**Proof.** Obvious. □

In order to finish the simulation of the ‘test and decrement’ instruction the players have only one continuation of the game from (i) $\text{zero}_i \delta$ and $\text{zero}'_i \delta'$ or (ii) $\text{nonzero}_i \delta$ and $\text{nonzero}'_i \delta'$. In case (i) they perform the action zero and reach a new pair of states $p_j\delta$ and $p'_j\delta'$. In case (ii) they perform the action $\text{dec}$ and decrease the number of occurrences of $C_r$ by one. After this they continue from the pair $p_k\omega$ and $p'_k\omega'$ such that $C_r\omega = \delta$ and $C_r\omega' = \delta'$.

In order to conclude the proof recall that both players can force the opponent to faithfully simulate computational steps of the machine $R$ and the defender has the choice in the case of nondeterministic branching. Moreover, whenever the instruction $I_1$ is performed, the defender can generate enough
of the symbols $A$ to ensure that he does not lose before the instruction $I_1$ is executed again.

If there is a computation of the machine $R$ which visits $I_1$ infinitely many times, the defender simulates such a computation in the bisimulation game and he wins (either because the attacker decides not to cooperate during the simulation, or because the game becomes infinite). On the other hand, if along every computational path the instruction $I_1$ is executed only finitely many times, the attacker wins since the symbols $A$ generated by the defender will be exhausted eventually.

Hence the answer to the given recurrence problem of nondeterministic Minsky machines is positive if and only if $p_1 \approx p'_1$.

**Theorem 3.5** Weak bisimilarity checking of PPDA (and PN) is $\Sigma^1_1$-complete.

**Proof.** The hardness of the problem follows from the construction described above, and the containment of the problem for PN (and PPDA) in $\Sigma^1_1$ was established in [5]. \qed

### 3.3 $\Sigma^1_1$-Completeness of Weak Bisimilarity for PDA

We will now proceed by showing how to adapt the PPDA rules for the case of PDA. Obviously, all the PPDA rules defined above that do not remove any symbol from the stack can be used also for PDA. There are, however, three situations where a symbol is removed from the stack. First, there is the rule $s_1A \xrightarrow{\tau} s_1$ in the counting phase of the instruction $I_1$. Since it is sufficient that the rule removes only the occurrences of $A$ added in the previous round (and hence on the top of the stack), no change is needed in this case. The second place where a symbol is removed is in the counting phase of the instructions $I_2, \ldots, I_n$ and the third place are the rules for ‘test and decrement’ instructions in the case of nonzero value of the corresponding counter (recall that $I_1$ is of the type ‘increment’ by Remark 3.1).

Fortunately, the outlined problems can be solved by one modification in the construction. The idea is that before each counting phase, the defender is allowed to rearrange the content of the stacks (while preserving the number of occurrences of $C_1$, $C_2$ and $A$) in such a way that the stacks are equal (in order to apply DC) and the symbol $A$ is on the top of them. If the execution phase continues by a ‘test and decrement’ instruction and the corresponding counter $c_r$ is nonempty, the defender makes sure that the symbol $C_r$ follows immediately after $A$.

This is formally described as follows. For all $i$, $1 < i \leq n$, we remove the PPDA rules for the counting phase (i.e. the rules $p_iA \xrightarrow{\text{count}} q_i$, $p'_iA \xrightarrow{\text{count}} q'_i$, $p_i \xrightarrow{\text{check}} \text{stop}$ and $p'_iA \xrightarrow{\text{check}} \text{stop}$) and replace them with the following rules where $X$ ranges over the set \{ $C_1$, $C_2$, $A$ \}. 
Consider a bisimulation game played from $p_i \gamma$ and $p_i' \gamma'$ such that $\#C_1(\gamma) = \#C_1(\gamma')$, $\#C_2(\gamma) = \#C_2(\gamma')$ and $\#A(\gamma) = \#A(\gamma')$. We claim that after two rounds of the game the players can force the opponent to reach a pair of states $u_i \delta$ and $u_i' \delta'$ such that $\#C_1(\delta) = \#C_1(\delta') = \#C_2(\gamma) = \#C_2(\gamma')$ and $\#A(\delta) = \#A(\delta') = \#A(\gamma) = \#A(\gamma')$ and it is the defender who selects $\delta$ and $\delta'$.

In the first round starting from $p_i \gamma$ and $p_i' \gamma'$ the attacker is forced (DC) to play $p_i \gamma \xrightarrow{a} r_i \gamma$. The defender answers by $p_i' \gamma' \xrightarrow{a} r_i' \delta'$ (should the defender answer only by $p_i' \gamma' \xrightarrow{a} r_i' \delta'$, the attacker plays $t_i' \delta' \xrightarrow{r} t_i' \delta'$ and the defender can only respond by staying in $r_i \gamma$).

The game continues by the second round from the states $r_i \gamma$ and $r_i' \delta'$. (If $\#C_1(\gamma) \neq \#C_1(\delta)$, or $\#C_2(\gamma) \neq \#C_2(\delta')$, or $\#A(\gamma) \neq \#A(\delta')$ the attacker plays the action check and wins from the states equal $\gamma$ and equal $\delta'$ because of Lemma 3.2.)

In the second round the attacker is forced (DC) to play $r_i' \delta' \xrightarrow{a} u_i' \delta'$ and the defender answers by $r_i \gamma \xrightarrow{a} u_i \delta$ (should the defender answer only by $r_i \gamma \xrightarrow{a} s_i \delta$, the attacker plays $s_i \delta \xrightarrow{r} u_i \delta$ and the defender can only respond by staying in $u_i' \delta'$).

Again, by performing the action check the attacker can validate that the number of occurrences of $C_1$, $C_2$ and $A$ in $\delta$ and $\delta'$ are the same.

Hence after two rounds the players can force the opponent to reach the states $u_i \delta$ and $u_i' \delta'$ such that $\#C_1(\delta) = \#C_1(\delta') = \#C_1(\gamma) = \#C_1(\gamma')$, $\#C_2(\delta) = \#C_2(\delta') = \#C_2(\gamma) = \#C_2(\gamma')$ and $\#A(\delta) = \#A(\delta') = \#A(\gamma) = \#A(\gamma')$ and it
was the defender who rearranged the stack contents. In particular the defender can ensure that the stacks are equal in order to apply DC.

This also means that the defender had the chance to place the symbol $A$ on the top of the stacks $\delta$ and $\delta'$ and hence the game continues by performing the action count as in the case of PPDA. If the defender didn’t place the symbol $A$ on the top of both stacks or there were no $A$’s in $\gamma$ and $\gamma'$, it is easy to see that the attacker wins by performing either the action $b$ or $c$.

Moreover, if the instruction $I_i$ is of the type ‘test and decrement’ and the tested counter $c_r$ is nonempty, the defender was forced to place the symbols $C_r$ on both stacks as the second from the top so that the rewrite rules $\text{nonzero}_i \ C_r \overset{\text{dec}}{\rightarrow} p_k$ and $\text{nonzero}_i' \ C_r \overset{\text{dec}}{\rightarrow} p_k'$ are applicable later on. If not then the defender loses because the attacker can use the rules $\text{nonzero}_i \overset{\text{check}}{\rightarrow} n_r$ and $\text{nonzero}_i' \overset{\text{check}}{\rightarrow} n_r'$ and he wins because of Lemma 3.4.

To sum up, after the presented modification, the arguments for the correctness of our reduction are valid also for PDA.

**Theorem 3.6** Weak bisimilarity checking of PDA is $\Sigma^1_1$-complete.

**Proof.** The hardness of the problem was shown above, and the containment of the problem in $\Sigma^1_1$ follows from [5].

**Remark 3.7** A general reduction from weak bisimilarity of PDA to weak bisimilarity of normed (from every reachable configuration it is possible to empty the stack) PDA described in [14] implies that weak bisimilarity of normed PDA is also $\Sigma^1_1$-complete. A similar reduction works also for PPDA which are normed in the same sense as PDA.

## 4 Conclusion

We have proved that weak bisimilarity problems for PDA and PPDA (and also for PN) are $\Sigma^1_1$-hard and hence $\Sigma^1_1$-completeness of the problems is established.

We believe that the ideas of the presented reductions will find their applications also in other classes of infinite-state systems. A particular challenge is to show high undecidability or even $\Sigma^1_1$-completeness of weak bisimilarity checking for process formalisms like PA-processes and one-counter processes. These problems are known to be undecidable [15,10] but their classification in the hierarchy of undecidable problems is open.
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