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Preface

The Fourth Danish Human-Computer Interaction Research Symposium was held at Aalborg University’s Department of Computer Science on November 16th 2004. The aim of the symposium was to stimulate interactions among HCI researchers from academia as well as industry through a mix of oral presentations, discussions of posters, and keynote presentations.

We received 20 paper contributions for the symposium, which are all included in these proceedings. 12 papers were presented orally at the symposium and 8 papers were presented as posters.

Jesper Kjeldskov, Mikael B. Skov and Jan Stage
Aalborg University, 16 November 2004
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Introduction
Aalborg University is happy to host the Fourth Danish HCI Research Symposium. The aim of the symposium is to stimulate interactions among HCI researchers from academia as well as industry through a mix of oral presentations, discussions of posters, and keynote presentations. The focus of the symposium is on HCI research, e.g. usability work; novel interfaces; web design; affective computing; psychological models; computing in music, creative arts, design, and architecture; design of input devices; support of collaborative work; e-government; speech input; information navigation; mobile devices; learnware; visualization; and home computing. However, reflections on and challenges of HCI work based on industrial experiences are highly welcomed as well.
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ABSTRACT
Working with usability techniques, with focus on how a given technique enables data capture made us ask the question: What kind of information is it an HCI expert want from the user when conducting a usability test? We answer the question by discussing two techniques both relying on concurrent data. Think Aloud is one of the most frequently used techniques and almost an institution in itself. Eye-tracking is new in usability testing and still at an experimental level in HCI. We reflect critically upon the two obtrusive techniques. We discuss the usability of concurrent data capture, suggesting participatory analysis and retrospective verbalisation as a possible step in usability testing.
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1. INTRODUCTION
It has been pointed out that most methods often are taken “off the shelves” rather than chosen on the basis of pre-analysis and grounded decisions (Bødker and Sejer Iversen, 2002). In a survey on user centred design (Mao et al, 2001) the claim is that the most frequently applied methods/techniques are: simple prototyping, heuristic evaluation and usability test. Usability testing focus on user’s interaction with the computer, and our interest is the way the user’s eye travels around the graphic dynamic interfaces, the actions of the user (the navigation) and the way the user experience the interaction: What does the user see, why does the user do what she does and what does she think? In our search for techniques we have come to wonder about what information a usability expert is looking for when conducting iterative user testing. Among usability test it is especially the concurrent techniques, which are of interest, and there are two techniques that stand out, but at each end of the usability line: Think Aloud (TA) and Eye-tracking. Think Aloud (TA) is old in the HCI business, it is one of the most popular techniques, used equally in industry and academia, and it is taken for granted that it gives access to user’s thoughts. Eye-tracking is new to HCI, it is being applied rather exploratory but with great expectations and promises access to the user’s visual interaction.

The short paper is organised around these two techniques. We describe the use of TA, which promises access to cognitive processes, and introduce Ericsson and Simons classical distinction between Talk Aloud, Think Aloud and Retrospective Verbalisation. We discuss the data capture and point out that the interface is visual, not verbal. Any usability technique should be able to capture the visual interaction, and we turn to Eye-tracking (ET) as it gets beyond the verbalisation requirement and promises access to visual data capture. We describe ET and point out that logging of cursor, fixation of cursor, paths of cursor, saccades of cursor and the different interfaces capture do not tell us what the users feel, think experience. We raise the question: What kind of data does one gets access to when conducting concurrent testing? We suggest that other approaches are considered, and discuss the data capture that retrospective verbalisation enables. We propose a next step in our work, which is cursor tracking and interface capture followed by participatory analysis.

2. THINKING ALOUD
Think Aloud (TA) is the most popular usability test, often referred to as the usability method. It is used equally by industry and academia (Boren and Ramey, 2000, Clemmensen and Leisner 2002). TA is cheap, does not require heavy investments in technology can even be conducted by non-usability experts and only requires 5-8 users. It seen as a straightforward technique, ready to use with proper handling (Hackos and Redish 1998, Molich, 1994), and has been given the credit of simplicity (Dix, Finlay, Abowd and Beale, 1997). Especially Jakob Nielsen has been a tireless promoter (1994, http://www.useit.com).

The understanding embedded in most studies is that the techniques allows us access to the cognitive processes, to mental behaviour and gives us insight into thinking. By recording the verbal protocol, you will be able to “…detect cognitive activities that may not be visible at all” (Hackos & Redish 1998, p. 259). But caution has been voiced because the technique puts a cognitive load on the user, which may interfere with the cognitive requirements of the interaction hence disturb.
the task. It has been argued that concurrent verbalisation is problematic because TA adds strain and cognitive load on the users (Branch 1999) that users have difficulties in speaking and to speak aloud feels awkward (Preece, Rogers and Sharp 2002). Silence is the likely outcome of the situation, hence the need for the investigator to encourage the user to “keep talking”.

The basis for TA in usability testing is the classic text on protocol analysis from 1984 by Ericsson and Simon. They discussed the use of introspective data in the study of task directed cognitive behaviour. It is the work of Ericsson and Simon, which have reinstalled verbal data as a valid resource for understanding human cognitive processes. They did this by introducing the technique of Think Aloud. Their understanding was that most performance measures rely on responses that are psychologically indistinguishable from a verbal report, because some kind of verbal reporting is usually necessary to understand people’s actions, even in very simple tasks.

Ericsson and Simon distinguished between three kinds of cognitive processes in their model;

1. **Talk Aloud** is direct oral expressions of thoughts which already exist in verbal form
2. **Think Aloud** is verbalisation of a sequence of thoughts, that are held in memory in some other form, e.g. visually
3. **Retrospective verbalisations** of retrospective reports or thoughts not held in short term memory, i.e. explanations and descriptions.

They argue that a sentence is the verbal realisation of thought. The assumption is that everything we know has, at some point, gone through our short-term memory (STM), and we have been conscious of it. We can verbalise what we are learning while in the process of learning, and we can verbalise what we know if questioned shortly after the process of learning has taken place. This is because it is still retained in our short-term memory (talk aloud and think aloud). However, if there is a time span between learning and being requested to recall, we will produce descriptions and explanations (retrospective verbalisations) - not a report of our immediate thought, because the information from STM is lost. Ericsson and Simon were only interested in Talk aloud and Think Aloud, whereas they considered retrospective verbalisations too error prone due to the time lag and the reliance on users recall.

### 2.1 Critical Issues in TA

But what is it we get access to when asking users to think aloud? Does it really give us access to what goes on in people mind? Teaching graduate computer science students the TA test techniques, and requiring them to reflect on their experience raised a number of issues. Students complain that 1) they think faster than they can speak, 2) thought processes are much more complex than can be verbalised, 3) having to think aloud interferes with their interaction with the interfaces and the task and 4) thinking aloud does not come naturally. (Nielsen, Clemmensen and Yssing 2002a).

The assumption that performance measure has to rely on some kind of verbal data, and that a sentence is the verbal realisation of the thought has been questioned (Nielsen, Clemmensen and Yssing 2002b). The sentence that the user speaks is a verbal realisation of thought, but there is not a 1:1 relationship between thoughts, actions and the spoken words. Using TA requires the user to shift focus in attention from giving sense to that which is perceived and does not exist in verbal form - to that of constructing sentences or words, and then expressing them aloud. TA requires perception and actions to be transformed to talk. Even if the speech is immediate and runs concurrently with the thoughts – user’s attention has to shift focus from understanding to verbalisation (Nielsen and Yssing, 2003). As a consequence the process of understanding is interrupted, because attention keeps changing object. TA may result in verbal overshadowing (Schooler, Uhlsson and Brooks 1993) and we do not get access to mind.

Besides the user is interacting with net-based multi modal interfaces. Colours, layout, forms, animations, video clip and endless jumps through links all interact and it is visualisations, which is the main feature. Hence the interaction is mental and based in visual perception, and thoughts are not mainly verbal and directly accessible in oral speech, but percepts, which are, to a large extent, tacit (Polanyi 1967).

### 3. EYE-TRACKING

In our search for techniques we took a closer look at Eye-tracking. It seems to get around the verbalisation problem, yet it captures concurrent data and the visual interaction. Eye-tracking builds on a mind-eye hypothesis and expectations are high. However, the technique is still at an experimental level within the HCI field. Where it has been used by to investigate cognitive workload and scanning behaviour (Salvucci 1999), interface and screen design (Ellis and Candrea 1998), to determine the position of visual feedback on the screen. (Rauterberg and Cachin 1993), and visual search on pull down menus (Byrne et al 1999). There are different ways of conducting eye-tracking. One is the well known head mounted system with cameras that the user has to wear. One camera shows the scene that the user is looking at; the other camera is tracking the eye movements. A less obtrusive system is a remote eye-tracking system where the user works directly on the computer. A camera lens, mounted besides or under the computer, is focused upon the user’s eye tracking the pupil, most often with an infrared source.

Eye tracking makes it possible to follow the visual fixations and scan-paths of the user. It captures a user’s visual focus of attention on a visual display unit – through special hardware and software. It registers x/y location and pupil size border line information. It is especially the jerky movements of the eyes (saccades), which are followed by fixations (x,y location) and combined into scan-paths, and the smooth pursuit of eyes tracking slowly moving objects, which are analysed (Goldberg and Wichansky 2003, Ellis and Candrea, 1998, Heyhoe, Shrivastava, Mruzcek and Pelz 2003).
3.1 Critical Issues in eye-tracking
The cost of acquiring, learning to operate and the maintenance of an eye tracking system have to be considered. Prices range from just around 18,000 Euro to 100,000 euro for a complete eye tracking system. Besides the need for calibrations are high, even with a remote tracking system. Hence the user is instructed to maintain a relatively stable head position because movements during tests require recalibration. But users have difficulties in keeping their head still, and the recommendation is to conduct “recalibration every few minutes” (Goldberg and Wichansky 2003). There are problems with pupil/ borderline registration because the pupils contract and expand in response to light, there are large individual differences in eye tracking results, and users with glasses and contact lenses are often excluded. Even the analysis done by the computer software creates problems and “the investigator is strongly encouraged to review the (software) created fixations against images of viewed displays to ensure that the fixations are valid”. Besides, the raw data has to be “aggregated off-line by the investigator into meaningful behavioural units of fixations and saccades”, and the amount of data is enormous and the task is extremely time consuming.

But what do we get access to with eye-tracking? Ellis and Candrea (1998) used eye tracking to test a website with a two column lay-out with both text blocks and images. Links were embedded in the text blocks, but also images could be links to video sequences. They redesigned the web page in three variations: One version had many links, in the second version they replaced graphics with text blocks and in the third version they made the page look like a book page. They name it “dense-text”. Their analysis of eye movement tracking showed that the dense text version scored highest on their usability test. But they conclude, somewhat surprised, “despite it’s potentially superior usability, dense-text was the lowest rated of all the lay-outs by our testers”. This data was not registered by the eye-tracking system, but was collected after the test when the users were asked to rate the different interfaces.

The surprise that Ellis and Candrea voice points to a serious problem with eye-tracking. It does not give access to mind. Interestingly, the title of their paper is “Windows to the soul”? qualifying it with “eyes reveal a great deal about a person’s feeling and behaviour”. But registration of eye movement does not tell us anything about the soul. Eye-tracking only register movement – not what goes on inside the human being. It does not give us access to mind, and the capturing does not tell us anything about users intentions. However, Ellis’ and Candrea’s data show that we need to go beyond the mere concurrent testing and follow up with further investigations. Though the hypothesis lying behind eye-tracking is the eye-mind assumption – we only have logging of cursor, fixation of cursor, paths of cursor, saccades of cursor and the different interfaces capture. We do not have access to mind and we do not know what the users feel, think experience.

4. FROM CONCURRENT TO RETROSPECTIVE USABILITY TESTING
Our initial attempt to solve the problem with the obtrusive concurrent techniques was to look for an unobtrusive data capture technique, which would also allow us to deal with the multimodal interfaces. The solution was a software tool which enables concurrent data capture with cursor tracking an interface capture. In this way we can look at what the use looked at, and we can see how the user interacted. However, cursor motion does not necessarily track where user’s visual attention is, s/he may forget to move the cursor because something on the multimodal interface disturbs or pleases her, or even be lost in daydreaming.

This brought our attention to the third level in Ericsson and Simons model: retrospective reporting which are thoughts not held in short term memory, i.e. explanations and descriptions. Ericsson’s and Simon’s argument is that if there is a time span between learning and being requested to recall, the user will produce retrospective verbalisations - not reports of their immediate thought, because the information from STM is lost. And retrospective reporting is more error prone because it relies on user’s subjective recall – not on “hard facts”, and subjective verbal data are not considered valid.

4.1 Retrospective verbalisation and participatory analysis
User’s mind cannot be observed or registered. The only way to get access to user’s experience is by probing the user: What does s/he see, why does s/he do what s/he does and what does s/he think? Our suggestion is to combine the capture of cursor tracking and interface with retrospective reporting in a participatory analysis. This technique will get us beyond the “total subjective recall”. Because one of the unique advantages with cursor tracking and interface capture is that there is a recording of the actual actions of the user. It can be replayed and shown to the user. What the user sees is what s/he saw while working on the test; only the screen capture includes user’s movements with cursor. The recording of the screen and mouse can be stopped/resumed at any given point. During stops a recording of the user’s comments and reflections unfolding as a consequence of the probing will be captured on top of the frozen image. Thus, in the final analysis, the investigator is in possession of concurrent data in the form of 1) an uninterrupted recording of user’s interaction with the interface during the test, and a retrospective reporting in the form of 2) a recording of the user’s interaction with the interface with interruptions, and with a voice over.

4.2 Closing comments
The capture of interface with cursor tracking combined with participatory analysis seems promising because the processes of insight that runs associatively while the user interacts with the computer application may become partly explicit, and not be a total subjective recall. We call this technique Mindtape (Nielsen and Christiansen) and the replay triggers a running commentary at the same time as the events take place on the capture. These images may enhance the user’s access to, and help recall, the thought processes that took place. The verbalization flows easy with the actual sequence of events structuring – not the users memory. This is important; a Mindtape is structured by the actual user-computer inter-actions as they unfolded during the
test session. It is not the users memory which controls the recall, but the actual events.

Naming it eye/cursor movements, or eye-mouse correlation escape the fact that it is the hand the user has to move – represented on the interface through the cursor, hence coordination with the eye.

ACKNOWLEDGEMENTS
Thank you to the HCI research group at Copenhagen Business School. This work was made possible through the Danish Research Council grant ref. 9900403.

REFERENCES
4. Clemmensen, T and P. Leisner (2002) Community knowledge in an emerging online professional community, Proceedings of IRIS25, Denmark,
15. Nielsen Janni, Clemmensen Torkil and Carsten Yssing (2002a) Getting access to what goes on in people’s Heads? NordiCHI proceedings, Denmark, 101-110
ABSTRACT
This paper describes the methodology, definition and construction of a user-centred scenario framework, integrating end-user requirements with Personal Area Network and Personal Network (PAN/PN) system requirements. Based on a creative end-user workshop four different scenarios were derived in relation to a diabetes case study. These served as input to an expert workshop, where the main purpose was to discuss end-user scenarios in terms of technical requirements and parameters for the establishment of a PAN/PN architecture.

The paper has a strong user-centred approach to ICT service and application development based on the widely accepted fact that future services and applications need to be developed with a strong focus on the end-users’ needs and demands.

Overall the paper is based on ongoing work in the EU-project MAGNET (WP1, Task 3) where a scenario methodology framework has been developed to secure a more user oriented approach to converting end-user requirements into specific system requirements in ICT development.

Categories and Subject Descriptors
D.2.1 [Software Engineering]: Requirements/specifications - Elicitation methods; H.5.2 [Information Interfaces and Presentation (e.g., HCI)]: User interfaces - User-centered design.

General Terms
Management, theory and methodology, HCI, interaction design

Keywords
Creativity, scenarios, workshops, end-users, participatory design.

1. INTRODUCTION
The user-centred scenario methodology framework presented here is based on a joint work between Aalborg University (AaU) and the Technical University of Denmark (DTU) that run under the European Union Sixth Framework Project MAGNET (My personal Adaptive Global NET). The project is about development of future information and communication technologies (ICT), it addresses research issues in personal distributed environments, where the users interact with various entities, devices and systems, without having to pay attention to the physical location of these. In the MAGNET context, Personal Networks (PNs) encompass potentially all of a person’s devices, being networking enabled and capable of connecting to a network, physical or wireless – based on a service or ad-hoc related setup construction.

1.1 Personal Networks
The concept of a PN is a central theme in the MAGNET project. The main idea is to make use of all available networks to bind together the entire sphere of interest for the end-user, e.g. the user’s Personal Area Network (PAN) - immediate vicinity - and more remote (global) or distributed “network islands” containing work environment and location of friends, family members and other personal contacts.

In the MAGNET context, the PNs are user centric, which means that these PNs should be able to provide personalised services for the end-users and adapt the content to their context environment.

PNs aim to support the user’s professional and private activities, without being obtrusive, and while safeguarding their privacy and security. In order to do this, the PN services must bridge the PN’s resources (both hardware and software) and the users. Determining the services framework is the first important step. It is essential to examine a number of different user scenarios in terms of services and context, and hereby get an overview of the PN sphere. By grouping the PN services into several types of themes based on “quick and dirty” user scenarios it has been possible to include a large number of user needs. This grouping has been further elaborated on and defined into eleven themes [1], such as health care, shopping, transportation, etc.

Within MAGNET a PAN/PN based health care service for diabetics, based on the DiasNet case study from AaU, is further developed [1]. In short, the DiasNet (Diabetes Advisory System) case study develops a web-application for support of the individual diabetics in disease self-management. Currently, DiasNet runs non-commercially and is tested amongst a group of diabetics in the Northern part of Denmark. This case study represents the first of a number of cases on discussing PAN/PN support to end-users by 2010. This paper focuses on how end-
user requirements in the diabetes case were derived and translated into high-level technical, system parameters for establishing a valid PN architecture.

1.2 End-User Requirements
It is a challenge to translate the needs from the user’s context to a structured language and method. And it is also difficult to define the specific technical parameters for the general theme level, because those parameters such as bandwidth and radio coverage radius may be more related to the specific user activities. Therefore the study area must be narrowed from the theme level down to the case level, i.e. focus on the specific user scenario, and follow the top-level user requirements structure [2] to analyze and group the user’s needs and demands.

Through the work, the following top-level user requirements structure has been used: Personal user requirements are focusing on what the end user perceives experiences and does, such as usability, user experience and personalization; Environmental requirements are focusing on the surrounding society, such as security, privacy and ethics; Industry domain requirements are focusing on technical constraints in ICT development, and on policies and procedures within and between the PN stakeholders, such as billing and pricing. These requirements have been included in the user centric scenario construction process.

2. THE SCENARIO METHODOLOGY
From a methodological point of view, the main task has been to derive a scenario template, which can be used to link the user perspectives and requirements present in all MAGNET cases with the technology and components of a future PAN/PN architecture.

2.1 The scenario template
Scenarios were here defined as [3]: “A descriptive set of plausible but structurally different futures”. The futures are conceived through a process of causal, rather than probabilistic thinking, reflecting different interpretations of the phenomena that drive the underlying structure of the surrounding environment. The scenarios are linked to the year 2010. In practice the scenarios developed are based on a socio-technical perspective, which focus on the user requirements in terms of interoperability and global coverage. The scenarios, therefore, address; different user requirements and groups, user needs; user interfaces and device interaction; and discuss the social implications of use and development of PAN/PNs.

In order to develop consistent and solid scenarios, the scenario template used here is derived from well recognised references. By combining [3] and [4] a seven step template has been derived. Central for this template is the expression of the focal issue (the aim) of the scenario development, the analysis of the current and future situation of both local factors as well as general external, environmental factors which all may influence the scenarios. A detailed description of the template steps can be found in [5].

Figure 1 shows the practical interpretation of the scenario template. All actions are linked to provide a foundation for construction of a variety of PAN/PN architectures supporting different job and domestic situations in the year 2010, where there is given high consideration to what end-users may wish for and need in the future. The scenario framework encompasses two workshops addressing the user requirements and needs and translates these into the PAN/PN concept. These are the so-called creative end-user workshop and the MAGNET expert workshop. The end-user workshop addresses both the current situation for the user's as an outset to identify future possibilities, needs and results in end-user scenarios. The MAGNET expert workshop addresses the future end-user needs (and end-user scenarios) and translates these into overall technical, system requirements. The results from these two workshops, together with an analysis of the general environmental trends and expectations for the year 2010, serve as input to the scenario representation in the end.

![Figure 1: The practical input to the scenario template](image)

Throughout the rest of the paper, the main focus is related to the two workshops, as these are the main steps in the process of developing the scenario frameworks. This includes the end-user workshop, the development of end-user scenarios, the MAGNET expert workshop and the translation of system requirements. The final scenario development (including final system requirements) is still to be carried out and is therefore left out of this presentation.

2.2 Workshops
The purpose of the workshops is to involve the end-users in the design process, not only in the evaluation/test phase but also in the design phase. Creative workshops have, therefore, been developed as a participatory design method, dedicated to the MAGNET framework.

The MAGNET framework has two prominent challenges. The first challenge is that end-users generally are not able to understand a PAN or PN requirements specification. Therefore, when defining future PAN and PN requirements, possible future applications and services, user requirements and scenarios must be defined together with the end-users. The second challenge is that MAGNET consists of many different partners with different competences. Collaboration is essential when deriving future PAN and PN requirements and scenarios.

For development of the scenarios there have been scheduled two successive workshops for each individual case study: A first creative workshop with end-users and a second PN architecture workshop with MAGNET-participants. In the first end-user workshop, end-users interact and participate in a creative design process. The creative design process focuses on the end-users and their needs, requirements and wishes for technology to support them in a particular situation. In the second workshop experts from the MAGNET project participate. The purpose of this second workshop is to relate the end-user results to components in a PN architecture and discuss
different options for technologically supporting the end-user results.

In the first workshop users' address, comment and envision about technological concepts they may not know much about. The underlying framework of the workshop is therefore based on a number of creativity and participatory design theories. The stimulation of creativity is central to envisioning and getting new ideas for usage and creation of new devices and should be used when thinking about the future in order to get some new and significantly different ideas of technology and to secure that we address a different situation than today. Creativity is not something that can be expected coming immediately from the end-users, so it is important that special considerations are made to stimulate the creative process.

For stimulation of the creative process Gardner’s multiple intelligences is used [6]. These intelligences are stimulated as part of a design process where pictures and words describing technologies, direct themes and user requirements central for the end-users are applied in the workshop. To ensure a user-centred process the participatory design tools with inspiration from the techniques originated in PICTIVE [7] were applied. The prototyping tools used were a subset of end-user related image elements developed to fit the specific case. The image elements included words and image metaphors representing technologies, themes (identified in [1]) and specific situations defining the exercise as meaningful as possible.

In the second workshop, MAGNET participants identified and described the industry domain requirements based on the result from the first workshop. During this workshop the personal user requirements and environmental requirements, which were represented in the end-user scenarios created after the first workshop, were “translated” into industry domain requirements. The underlying principle for this second workshop is collaboration and teamwork between the different sciences and technology areas represented in the MAGNET project. Only through such teamwork, all aspects of a PAN/PN architecture can be discussed. Further details on the two workshops can be found in [5].

3. WORKSHOP RESULTS
The following results are related to construction of end-user scenarios in the diabetes case. The primary focus here will be the process and results from the end-user workshop.

3.1 The End-User Workshop
The workshop participants were a mixture of end-users and MAGNET partners from AAU and DTU. A few characteristics should be made on the invited end-users: The diabetes patients, doctors and nurses were all adult, working persons covering ages from mid 20’s to mid 60’s. The diabetes patients had different educational backgrounds but had all been diabetics for a long period of their lives.

The workshop took place over a whole day where all workshop participants were present. First a shared user evaluation of diabetic helping devices available today was used as a pleasant start-up. Then a guided fantasy journey was used to introduce the participants to the diabetes life-cycle landscape and give a kick-start to begin the creative design process. The participants were divided into two groups and placed at two different tables loaded with paper, various elements representing PN components (such as computers, PDAs, etc.), scissors, play dough, glue, pens, etc. These tools were used to create a landscape with pictures, photographs, words, etc., representing ideas and situations for the diabetic person. First each group was asked to make a picture of their current situation as a diabetic person. The workshop participants were then asked to focus on 4 different life cycles: baby/child, teenager, adult and elderly stages, and relate discussions/visions to 2010. Each life cycle stage is characterised by different needs and requirements. Using the picture of the current situation representing an adult diabetic person, the groups moved into envisioning how it could be (preferably) in the near future (again representing the adult person). After this, focus moved to discussing the same issues for the older diabetes person, the teenagers and the babies/infants. In all life cycles, various image elements were used as input, as well as post-it notes to create notes and drawings. Later the groups were asked about the more technology specific questions related to the identified user requirements from [1]. The questions were discussed and did create an offset for discussing more technology specific requirements seen from the user side.

After the workshop, four different end-user scenarios for 2010 were developed (relating to the four life cycle stages). These scenarios are shortly presented below. The complete scenarios can be found in [5].

3.1.1 The baby/child scenario
Main focus of the baby/child stage was surveillance where parents are overall responsible for the treatment of the disease. This was made possible through three central devices; two measuring and injection handling devices on the child communication together and a third parental device for monitoring, communication and data storage. Communication could take place with other devices situated in kinder garden, at the hospital or other places. Extra features added were an alarm for emergency situations and a GPS for locating the child.

3.1.2 The teenager scenario
Central for teenagers is that they often express their rebellious minds in an urge to ignore the disease in order to be just like every other teenager. In order to solve this problem, an intelligent device (camouflaged, easy to wear and use and with a trendy design) could be used. This device would be able to regulate the diabetes automatically, while at the same time function as a template for independent contacts to the hospital and other central places. Furthermore, the device would include facilities for getting information on the disease for non-diabetics and for emergency calls.

3.1.3 The adult scenario
Central for the adult working diabetic is “freedom” and “self-control” in the sense that the diabetic can treat and monitor his disease himself (at least to a certain extent). This was made possible in a combination of two devices carried by the diabetic himself. These devices were able to monitor and regulate the disease. One of these devices, the intelligent device, could automatically or on manual request transmit the treatment data into the computer system at the pc and at the hospital. Additionally, the intelligent device could be used for communication purposes and for checking the meeting schedule at the doctor.

3.1.4 The elderly scenario
For elderly diabetic persons, monitoring and surveillance are central issues. This is the case both when the elderly person is at home but also when travelling. This requires an intelligent
device carried by the diabetic which can monitor the disease and treat it, can transfer data to the hospital for further monitoring, and serve as a basis for making emergency calls when needed. Additionally, the device should be able to exchange information with foreign hospitals when travelling, and it should be solid and specific enough for the elderly to be able to swim for example.

These scenarios were used as template for the expert workshop participants’ to discuss the relevant PAN/PN perspectives supporting the end-user scenarios.

3.2 Expert Workshop
The overall purpose of the expert workshop is to discuss the diabetes end-user scenarios in terms of technical system requirements and related parameters regarding the establishment of a supporting personal network and personal area network. The workshop participants were split up in two groups, each allocated with two different scenarios but given the same issues and questions to discuss regarding the allocated scenarios. Overall the issues and questions to be discussed were split up in industry domain and environmental requirements, thereby linking the end-user requirements and perspectives with the specification requirements for establishing solid PN/PAN structures.

The workshop results consist of two complementary, child/teenager and adult/elderly, overall PAN/PN scenario structures with corresponding high-level system requirements. A full description of the results can be seen in [5]. An important side-effect of this workshop was the collaboration and team spirit among the MAGNET partners that evolved through the workshop-day.

4. CONCLUSIONS AND FUTURE WORK
A user-centred scenario methodology framework has been developed to fit the purpose of the MAGNET project – derive and translate end-user requirement into technical PAN/PN requirements. In this procedure the workshops have played a central role in the user centred design process applied in the scenario development. Creativity has been the underlying framework for securing that visions and ideas of the year 2010 were addressed in the end-user workshop. Teamwork has been the underlying framework for securing that the different aspects from all the different participants were represented in the MAGNET expert workshop.

From the end-user workshop, four end-user scenarios have been constructed representing four different life-stages in a diabetic’s life. From the MAGNET expert workshop, these four end-user scenarios have been discussed in terms of technical (industry domain) requirements and environmental requirements (as defined in [1]). Overall PAN/PN specifications have been identified mixing existing and new standardisation requirements. These will serve as input to other work packages within the MAGNET project for further system development.

Overall creativity has been used as a central template in the participatory design process carrying the scenario development. The practical way Gardner’s intelligences have been applied in the workshop enabled the end-users to actually discuss technologies and systems they themselves would not have thought of otherwise. This means that the end-users views and ideas are represented directly in the MAGNET project, and as such has created a sound foundation for pointing towards PAN and PN architectures that in time will be needed and therefore, hopefully, will be successful.

In order to strengthen and further develop the diabetes end-user scenarios, future work must be conducted to find other studies, trends and details. Secondly the scenario methodology (and workshops) outlined here will be further developed, challenged and modified when addressing other cases and acknowledging comments and suggestions from partners.
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ABSTRACT
This paper describes two studies evaluating the usability of IT systems for the healthcare domain. First, we describe a longitudinal study of an Electronic Patient Record system, secondly, we describe a new technique for rapidly analyzing usability data.
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INTRODUCTION
As a part of the Digital Northern Jutland project, we have conducted a series of usability studies of IT systems for the healthcare domain between 2002 and 2004 in collaboration with Sygehus Vendsyssel and Virtual Centre for Health Informatics at Aalborg University. This paper describes and outlines some of our findings from two of these studies; a longitudinal usability study of Electronic Patient Records and a comparison between a rapid analysis technique (Instant Data Analysis) and traditional video data analysis.

A LONGITUDINAL USABILITY STUDY
In our first study, we investigated into the way novice and expert users experience the usability of an Electronic Patient Record system (EPR). Electronic Patient Records allow nurses and medical doctors to access and register information such as state, diagnosis, treatment, and medication of patients on a computer rather than on paper. The basic design of the study was to conduct two usability evaluations of the same EPR system with the same users one year apart in time. The first evaluation took place in May 2002 when the system was being taken into use at the hospital. The second evaluation took place in August 2003 when the users had used the system in their daily work for more than a year.

The Evaluated System
The EPR system used in our study was IBM IPJ 2.3, which is being used at Sygehus Vendsyssel. For the purpose of the usability studies, a test version of IPJ 2.3 was installed in our usability laboratory and configured to match the system used at the hospital.

Novice Users
The first usability evaluation involved eight trained nurses. All eight nurses were women, aged between 31 and 54 years, their experience as nurses varied between 2 and 31 years. Prior to the first evaluation they had received between 14 and 30 hours of training in the IPJ system. They characterized themselves as novices or beginners in the IPJ system and in IT in general.

Expert Users
The purpose of the second evaluation was to study the usability of the EPR system after one year of use. Seven of the eight nurses in the first study were able to participate in the second evaluation. A participant with the same characteristics replaced the eighth nurse. Before the second evaluation, all the nurses had used the system in their daily work for about 15 months. They indicated that they on average used the system 10 to 20 times a day, amounting to a total time of use of about 2 hours per day. Therefore, we now characterized them as expert users.

The Two Usability Evaluations
Preparations: Prior to the first evaluation, we visited the hospital and had a number of meetings and discussions with the two persons who trained the nurses in using the IPJ system and dealt with the practical deployment of it. The purpose of this was to understand the work in the hospital wards related to the patient record and get an overview of the system and its parts. Based on this we made a number of overall scenarios for the use of the system and generated realistic test data.

Tasks: The purpose of the usability evaluations was to inquire into the extent to which the IPJ system supports nurses in solving work tasks that are typical for the hospital. Based on our scenarios, we designed three tasks centered on
the core purpose of the system such as retrieving information about patients, registering information about treatments, making notes, and entering measurements. The draft tasks were evaluated by nurses responsible for the training program.

**Settings:** All test sessions were conducted in our usability laboratory using a standard PC with a 19” screen matching the setup at the hospital.

**Procedure:** The test sessions were based on the think-aloud protocol as described by Rubin [5] and Nielsen [3]. In both evaluations, the eight test sessions were conducted over two days. The order of the nurses was random. One of the authors of this article was test monitor throughout all sixteen test sessions.

**Data Analysis:** The data analysis was done in August 2004, one year after the second evaluation. The two authors who did not serve as test monitor analyzed all sixteen videos. Each video was given a code that prevented the evaluator from identifying the year and test subject. The videos were assigned to the evaluators in a random and different order.

The evaluators produced two individual lists of usability problems. For each problem in the list there was a precise description. A usability problem was defined as a specific characteristic of the system that prevents task solving, frustrates the user, or is not understood by the user, as defined by Molich [2] and Nielsen [3]. Each evaluator also made a severity assessment of the usability problems as cosmetic, serious or critical [2].

The individual problem lists from the two evaluators were merged into one common list of usability problems. This was done in a negotiation process where the problems were considered one at a time. The evaluators also produced a log file of between two and four pages for each of the sixteen test sessions with the exact times and descriptions of the steps that the user goes through in order to solve each task. The log file also described whether the user solves each task, and to what extent the test monitor provides assistance.

**RESULTS**

Table 1 summarizes key results of problem identification for the novices and experts. Based on our analysis, we identified a total number of 103 usability problems. The novices experienced 83 of these 103 usability problems whereas the expert subjects experienced 63 of the 103 usability problems and a contingency analysis shows that this difference is significant ($\chi^2=8.489$, $df=1$, $p=0.0036$).

Attributing severity to the identified usability problems, the highest experienced severity for each problem is used. We found that the novice subjects experienced significantly more serious problems than the experts ($\chi^2=4.296$, $df=1$, $p=0.0382$), however no significant differences were found for the critical or cosmetic problems.

<table>
<thead>
<tr>
<th></th>
<th>Novice (N=8)</th>
<th>Expert (N=8)</th>
<th>Total (N=16)</th>
<th>$\chi^2$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Critical</td>
<td>25 (21)</td>
<td>19 (17)</td>
<td>27 (21)</td>
<td>3.068 (2.487)</td>
<td>0.0798 (0.1148)</td>
</tr>
<tr>
<td>Serious</td>
<td>45 (29)</td>
<td>34 (23)</td>
<td>56 (32)</td>
<td>4.296 (2.564)</td>
<td>0.0382 (0.1093)</td>
</tr>
<tr>
<td>Cosmetic</td>
<td>13 (6)</td>
<td>10 (5)</td>
<td>20 (8)</td>
<td>0.409 (0.291)</td>
<td>0.5224 (0.5896)</td>
</tr>
<tr>
<td>All</td>
<td>83 (56)</td>
<td>63 (45)</td>
<td>103 (61)</td>
<td>8.489 (5.752)</td>
<td>0.0036 (0.0165)</td>
</tr>
</tbody>
</table>

Table 1. Total numbers of identified usability problems for the novices and experts. Numbers in parentheses show non-unique problems; problems experienced by at least two subjects.

Out of the total number of 103 usability problems, 64 were identified by both evaluators, 17 only by evaluator 1, and 22 only by evaluator 2. The overlap between problems identified by the two evaluators suggests a low presence of the evaluator effect [1] and thus a high reliability of the merged list of problems.

We also sought to explore differences and similarities in the problems identified by the two sets of subjects. Figure 1 outlines problems unique to the novice subjects, problems unique to the expert subjects, and problems experienced by both novices and experts. 40 of the 103 identified problems were experienced by the novice subjects only and most of these problems concerned simple data entry tasks such as typing in values for patients. 43 of the 103 identified problems were experienced by both novice and expert subjects and they typically concerned advanced data entry or solving judgment questions. 20 problems were identified for experts only and these mainly concern functionality and services that were not applied in the novice sessions, e.g. work task lists for nurses.

![Figure 1. Distribution of the identified problems for the novices and experts. Numbers in parentheses show total numbers of problems subtracted unique problems.](image)

Removing unique problems from the distribution, we see that most of the usability problems (40 of the 61) were identified in both the novice sessions and expert sessions. Further, the experts experienced 5 non-unique problems not experienced by any novice subjects and none of these 5 problems were critical.
INSTANT DATA ANALYSIS
Motivated by the challenges of analyzing usability evaluation data from our studies of Electronic Patient Record systems, we have developed a technique for reducing the efforts spent on analyzing data from usability evaluations: Instant Data Analysis (IDA). The aim of applying this technique is to make it possible to conduct an entire usability evaluation in one single day.

The IDA technique adopts the assumption that identifying the highest number of critical usability problems of a software product can lead to improved quality through redesign. The IDA technique is designed to be combined with the use of the well-established think-aloud protocol for user-based usability evaluations as described in for example [4], [5]. The technique can be applied to both laboratory-based and field-based think-aloud evaluations. The IDA technique exploits the fact that think-aloud usability evaluations typically involve a test monitor and a data logger with high level usability expertise. When conducting the evaluation, the test monitor and the data logger typically gain a strong insight into the evaluated system’s key usability problems very quickly. While some of these problems may be captured by taking notes, much of this insight is often lost and needs to be reconstructed during later video data analysis. Rather than loosing this valuable moment of insight, the IDA technique extends the think-aloud sessions with a joint data analysis session.

Procedure
The use of the IDA technique follows immediately after think-aloud usability test sessions. Aiming at conducting the entire evaluation in one single day, 4 to 6 think-aloud sessions should provide a proper foundation for the analysis. During the usability test sessions, the data logger records incidents or problems. This will be used for the later problem identification and categorization. After the think-aloud sessions, the test monitor and the data logger conduct a one hour brainstorming and analysis session. The purpose of this session is to produce a list of usability problems as experienced by the 4 to 6 test subjects.

The roles of the test monitor and data logger during the data analysis are to articulate and discuss the most critical usability problems that they have identified during the think-aloud sessions. Also, they should rate the severity of each problem stating if it is, for example, critical, serious or cosmetic [2]. Assisting the brainstorming and analysis process, the test monitor and data logger may use printed screenshots of the system and notes taken by the data logger during the think-aloud sessions. The aim of the process is not to identify as many usability problems as possible, but to identify the most critical ones.

The analysis session is assisted by a facilitator. The role of the facilitator is to manage the brainstorming and analysis session, asking questions for clarification and writing all identified usability problems on a whiteboard/flip-over as they are presented by the test monitor and data logger. The facilitator should also make sure to keep an overview of the identified problems as the session progresses, categorizing them in themes, avoiding redundancy etc.

After the one hour brainstorm and analysis, the facilitator spends 1-1½ hour on his own writing up the contents of the whiteboard/flip-over into a ranked list of usability problems with short descriptions and clear references the system. Finally, the test monitor, data logger and facilitator run through the problem list together to ensure consensus.

COMPARING IDA TO VIDEO DATA ANALYSIS
We have evaluated the use of the proposed technique for Instant Data Analysis through a usability evaluation of a resource booking system for the healthcare domain.

Participants: The study included five test subjects of between 25 and 64 years of age. They were all staff at Sygehus Vendsyssel with practical experience ranging from 1 year to 37 years. The test subjects had all received training in the booking system. In addition, four trained usability researchers participated in different roles on evaluating the use of the IDA technique. All evaluators had significant previous experience usability evaluations. One researcher acted as test monitor during the test sessions with the five test subjects. A second researcher acted as data logger during the sessions writing down as much as possible during the tests. A third researcher observed the sessions and also logged data for supporting a later video analysis. Finally, a researcher observed the sessions and acted as facilitator in the IDA session.

Settings: The usability evaluation was conducted at the usability laboratory at Aalborg University. From the control room, the data logger could survey the subject room through one-way mirrors and by means of the motorized cameras. During the evaluation, the data logger took notes and created a preliminary log file. From the observation room, two researchers could observe the evaluation through one-way mirrors and on monitors relaying the screen image from the test PC and the cameras.

Procedure: The evaluation was conducted in one day (five hours). The individual sessions were structured by three tasks assignments given to the test subjects one at a time by the test monitor. During the evaluation, the test-subjects were thinking-aloud, explaining their interaction with the system and articulating their comprehension of the design.

Data analysis: The data from the usability evaluation sessions was analyzed independently by two teams of researchers applying a traditional video data analysis technique and the Instant Data Analysis technique respectively.

The Instant Data Analysis (figure 2) produced a list of usability problems ranked as critical, severe or cosmetic with approximately 2 lines of explanation. The total time spent using the traditional Instant Data Analysis technique amounted to 4 man-hours.
The analysis of the video data followed a standard approach to identifying usability problems. First, the preliminary log-files for each of the five test subjects created during the evaluation sessions were completed by looking through all videos. Following this, the video tapes were then examined thoroughly for identification of usability problems assisted by the log file and each usability problem was described in detail and ranked in relation to its severity.

The Video Data Analysis produced a detailed log file of the five evaluation sessions and a list of usability problems ranked as critical, severe or cosmetic with approximately 5-7 lines of explanation. The total time spent using the traditional Video Data Analysis technique amounted to approximately 40 man-hours.

Following the Instant Data Analysis and the video data analysis, the two lists of usability problems were merged in a collaborative effort. As a part of this, small variations in severity ratings were discussed until consensus had been reached.

**FINDINGS**

Comparing the IDA results with the results of the video data analysis approach, we found that the latter identified a total of 46 different usability problems where 12 were critical, 15 were serious, and 19 were cosmetic. In total, the two techniques identified a list of 62 different usability problems where 13 were critical problems, 22 were serious problems, and 27 were cosmetic problems.

Considering the identified problems, we found that both approaches assisted in identifying nearly all critical problems, where IDA identified 11 of the 13 (85%) critical usability problems whereas video data analysis identified 12 of the 13 (92%) critical usability problems.

The serious and cosmetic usability problems exhibited a different distribution between the two analysis techniques. Where the IDA technique identified 15 serious problems, a total of 22 serious problems were identified by the two approaches together. Thus, the IDA approach identified 68% of the serious problems found in total. On the other hand, the video data analysis also identified 15 serious problems (68%) meaning that eight serious problems were identified by both approaches. Considering the cosmetic problems, we found that the IDA technique identified 15 of the total 27 problems (56%). The 12 remaining cosmetic problems unidentified by IDA related primarily to specific interaction problems for the subjects typically only experienced by one of the five subjects. A total of 7 out of the 27 cosmetic problems (26%) were identified by both analysis approaches.

A high number of the usability problems identified in the video data analysis approach were experienced by only one subject test subject (26 problems of the total 46). It can be discussed whether these are really problems at all, or if they are noise added to the picture by non-generalizable subjective experiences of interaction with the system. Information about how many test subjects experienced the different usability problems was not included in the problem list generated from the IDA technique. But some of these 26 problems were also identified by the IDA approach. However, the majority of problems experienced only by one single test subject (16 of the 26) were only identified in the video data analysis and not in the instant data analysis. Thus, the use of the IDA approach allowed for the omission of a significant part of this noise.

**CONCLUSIONS**

This paper has reported from two usability studies of IT in the healthcare domain: a longitudinal usability study comparing the usability of an interactive system as experienced by novices and experts and a comparative study of two techniques for analyzing usability data.

In the first study, we observed that novices experienced more usability problems than the expert users of an Electronic Patient Record system. Yet a remarkably high number of problems were experienced by both novices and expert users. These problems were significantly more severe for the novices.

In the second study, we observed that using only 10% of the time required to do video data analysis, Instant Data Analysis helped identify 85% of the critical usability problems in the system being evaluated. At the same time, the noise of unique usability problems was significantly reduced.
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ABSTRACT
In this paper, we describe the eBag, the individual pupil’s repository for digital material as a supplement to the physical school bag. The eBag is a flexible software infrastructure in which children can access their digital material with a seamless login.
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1. INTRODUCTION
8.a on Vestergaardsskolen is busy preparing for the projects they are starting the following week. The general theme of the project week is “Our town”, and the pupils have chosen different topics that all deal with how different parts of Aarhus has changed in the past 200 years. Each group is now busy collecting background material for their specific topic and are planning where to go and who to talk to get information for their project presentation. They collect the digital material in a project folder in their electronic school bag, the eBag. They have grouped their individual eBags in a project group and whenever they drop and drag pictures, links or documents into the project folder, it is automatically shared between them. The following week, the pupils visit different parts of town, interview museum custodians, business vendors and wharf managers, take pictures of the streets, the harbour and buildings as they look today and can compare them with photos they found in advance in books at the library and scanned. Photos taken with the small cameras on their mobile phones can be saved directly from the phone into their eBag; so can audio and video recordings made with the phone. Later in the week, they assemble around a large, digital display and start putting the presentation together; combining audio recordings from the interviews with small video clips and photos and search the internet for additional information about the buildings they have seen and the people who live there now to compare with the information they have gathered about life in the city 200 years ago. They decide to visit one more place before they finish their presentation. At the end of the week, they have collected enough material to make a great presentation of the town as it is today compared to 200 years ago.

With the current advances in wireless and mobile technology as well as large displays, this type of scenario is no longer science fiction. With this paper, we introduce the eBag: a digital counterpart to each pupil’s physical school bag. The eBag serves as a link between different types of displays, through which its contents can be accessed, and allows the pupils to collect, carry, access, and share digital information very easily.

2. eBag
The eBag is a personal, digital repository in which you can place pictures, video, music, text documents and other digital material for use in and outside of school. In the following a description of the eBag architecture is provided.

2.1 Architecture
The eBag application is developed on top of the HyCon framework and architecture [3]. The HyCon framework and architecture for context-aware mobile hypermedia was developed to provide a general platform suited for experiments with hypermedia mechanisms in a context-aware and mobile environment as described in detail in [3]. The logical layers and infrastructure of the architecture are seen in Figure 1, with four layers divided into Storage, Server, Terminal, and Sensor. The bottom layer, the Storage layer, handles persistent storage and retrieval of hypermedia structures produced in the system. The Server layer includes components handling annotation, link, location, and Search functionality. The functionalities of these components are offered through services implementing the Service Interface, which are realised as Web Services and Java servlets. Through these interfaces applications in the Terminal layer communicate with the services in the Server layer. Applications in the Terminal layer are not limited to a specific platform, but may be running on a variety of hardware platforms and software environments (phones, tablets, laptops, Web browsers). The key property of the HyCon framework is the last layer, the Sensor layer. This layer is introduced to logically group all sensors deployed to obtain contextual information.

The eBag service is realised by components in all four layers of the HyCon framework and architecture. Starting from the bottom,
the data model of the storage layer is extended by an eBag data type for profile information of an eBag. For the actual content of an eBag such as digital pictures, video, music, text documents, a webdav server is used, providing versioning and locking mechanisms for the digital media stored. In the Server layer, an eBag component encapsulates all functionality for creating new eBags or modifying existing ones in the persistent storage. This functionality can be used from applications in the Terminal layer. These applications can be running on various technical platforms, affording different kinds of interaction with the eBag application. The platforms and display types that we have currently used range from tabletPC, laptop, and desktop computers with screen display, SmartBoard display, and floor projection. The eBag service is depending heavily on the Bluetooth sensor component in the sensor layer. This component continuously makes inquiries for nearby Bluetooth units and offer this information to the eBag application to react upon.

We use this in the eBag service to provide a login (and logout) mechanism for the eBag. Each pupil is given a Bluetooth cellular phone, and the Bluetooth id of the phone is registered with the pupil’s eBag profile. When a registered phone of a pupil is discovered by one of the Bluetooth sensors, the corresponding eBag icon is presented on a display nearby of a computer running the eBag service. Proximity-based login has many advantages, particularly in highly mobile situations [1] and it makes interaction with a changing range of computers more natural and direct and much less cumbersome. An eBag icon presents the name of the eBag profile and a picture of the owner. However, these two pieces of information can be changed by the pupils. Examples of two eBag icons is depicted in Figure 2.

The eBag provides a file hierarchy to organise the pupils’ material. Files such as pictures, video, music, and text documents can be dragged freely back and forth from the eBag and the computer where the eBag is opened. This allows the pupil to e.g. write a document for an assignment and to put the document into her eBag when finished. This way the pupil have safely stored the

---

1 http://www.blipsystems.com
produced material and may easily fetch the documents from her eBag later on, possibly on a different location.

2.3 Collaboration support
The eBag supports project work by allowing eBags to form groups in which the distribution and sharing of material becomes very easy. By dragging two or more eBag icons close together, a group is formed. When doing this, a group name is prompted for and a shared group folder is created, which all the members of the group have access to from their eBags. The eBag icons are now assembled into a group icon, where each eBag icon is included. An example of this can be seen in Figure 4.

![Figure 4: The group foo2 is created and consists of netkids4 and Netkids1](image)

Besides dragging files to the opened eBag, the eBag application also allows the pupils to drag their files to the eBag icons directly. This will copy the files to an “incoming files” folder in the eBag. The same is possible for the group icon, however when files are dragged over to the group icon they will be copied to the shared group folder instead.

3. RELATED WORK
In the following, we take a look at other, similar eBag concepts.

The schoolBag is Uni-C’s proposal for an electronic school bag. It is a web-based service that provides each pupil with space on a web server (webdisc) for the files he or she wishes to save along with notes, links and addresses. While the schoolBag is distributed because it is web-based, it is not mobile unlike the eBag that allows the pupils to bring their digital context with them as they move around on the school or go on field trips. Uni-C’s vision for an electronic school bag does include aspects of mobility; however, it is largely based on providing every pupil with a notebook computer that they can carry everywhere and access the digital material: “In Jens’ class every pupil has received a laptop computer. Where the school bag used to be a heavy thing dangling from the back when Jens hurried to the train to Århus, he now only needs the laptop, and, of course, his lunch!” [6] It is, unfortunately, a very popular view in the Danish school system that if you equip each student with a laptop computer, all will be well in the world; pupils will be more productive because they can work everywhere and they will do so happily. As the writers prophetically announce: “The school bag as we know it is long gone. It has been replaced with a virtual version.” [6] We find this vision highly questionable because it is so PC-centric that it fails to even consider the range of mobile technologies that are available, e.g. mobile phones that become increasingly powerful and are already an integrated part of most pupils’ social lives.

Another example of a digital school bag is provided by the Norwegian system, Fronter which is used in several Danish high schools. Fronter is a web-based conference system not unlike First-Class (which also forms the basis for Uni-C’s school portal, SkoleKom). With Fronter, the teacher can create a virtual building which is separated into rooms in which pupils and teachers can collaborate with different tools on different subjects. Fronter is basically an administrative system that allows the teacher to e.g. open and lock rooms or folders in which pupils hand in their assignments. If the paper has not been uploaded on time, the teacher will know. However, Fronter does not support differentiated teaching and it cannot support the social structures that are essential to the pupils in order to function well as a virtual community. It may use the metaphor of building a house, but it is a space rather than a place [5].

An electronic schoolbag is also an important component in building ad hoc classrooms in [4]. Their eSchoolbag consists of a number of components, e.g. the electronic book, parents’ contact book, pencil case and can be accessed through a notebook computer or PDA. In their example, they present a vision for school work where everything is done through the PDA, from reading and doing exercise to communicating with the pupil’s parents. While we support the idea of making digital information accessible outside of the classroom and on the move, we want to emphasise that supplying the pupils and teachers with a range technologies to support school work rather than replacing one technology for another is a crucial point if we are to succeed in supporting education and learning. Furthermore, we find the assumption that the eSchoolbag can and should be shared between the pupil and his or her parents (parent check the e-contact book on the PDA) to be a violation of the child’s privacy.

Finally, with CoolTown [1] Hewlett-Packard presents their vision for pervasive computing where homes, schools, workplaces and life in general is digitally enhanced and connected through the world wide web. Small, mobile devices provide fast access to e.g.

---

2 See [url]http://fronter.dk[/url]
presentation material (the CoolTown video[3] shows a business woman “beaming” her presentation material up on a large, digital wall display) and makes studying fun (represented in the video by a little girl who is learning Spanish through a voice-activated program she has downloaded to her wrist watch). However, the CoolTown vision also assumes a lack of privacy that is quite disturbing, e.g. exemplified by the same little girl who uses a public display on the refrigerator to receive a message from her teacher and consequently gets her test scores broadcasted on it, or Bob who is loudly and repeatedly congratulated by the technology he comes into contact with because he has received a reward. The vision also lacks a fundamental technical soundness that makes the underlying infrastructure for the “wired world” they describe believable. However, we agree with the basic idea of being able to move and access digital material through a number of heterogeneous technologies that allow users to choose the tool they find most useful in the given context; a vision quite similar to Mark Weiser’s concept of ubiquitous computing [7].

4. FUTURE WORK
In its first implementation, the eBag is “tied” to a mobile phone whose Bluetooth unit serves as a unique identifier for each pupil’s eBag. However, it can easily be associated with other types of Bluetooth carriers (e.g. BlueTags) and shaped like key-chains, buttons, toys, or whatever form is most appropriate for the children in question. There are, however, great advantages of using the mobile phone when working with older children. First, most children in the 7th to 10th grade already carry a mobile phone and are often very attached to it to support their social networks. Second, a variety of mobile phones offer cameras, audio recorder and video recorder functionality that provide valuable means of capturing data e.g. during project work.

We are currently in the process of dramatically re-designing the eBag, particularly with respect to the user interface, information structure and navigation, but also enhancing the functionality. From our preliminary tests with pupils from Vestergaardskolen, we see a need to provide the pupils with the possibility to personalise their eBag beyond changing name and picture, e.g. supporting the social structures by displaying their friend’s pictures and eBags, and making it possible to showcase themselves to others through a gallery and a blog-type message board.

We are also developing the context dependencies with respect to groups to include class/teacher- and class/school relations. Thus when the physics teacher wants to distribute a new project folder about Ohm’s law to the entire class an Ohm’s Law sub-folder is created in the individual pupil’s physics folder. The teacher can also add additional material for the weaker students and more challenging assignments for the stronger students and thus support a differentiated teaching strategy. Naturally, the teacher has no access rights to the eBag in general but it is vital that she can add material that is placed in the right context in order to avoid material getting lost in a general “inbox”. The pupil can grant access to the teacher and other students for different folders in different contexts.

Finally, we are supporting a user-controlled awareness service on the eBag that allows pupils to change their status from the mobile phone. A pupil can e.g. add a status message saying “Taking the bus back to the school at 11 o’clock” or “Visiting The Old Town – going to the town hall at 10”. This is particularly useful on field trips as a means of asynchronous communication with other group members or teachers at home.
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ABSTRACT
This paper presents The Automatic Pool Trainer (APT). The APT serves a purpose as a platform for research of multi modal user interaction using computer vision and speech recognition, agent technologies, etc. However, it is also used for experiments and student projects at the Intelligent Multimedia (IMM) Programme. The paper documents the development of the platform through several iterations. The technological problems involved are briefly discussed.
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1. INTRODUCTION
The Automatic Pool Trainer (APT) has been developed over the last five years by the SMC group in close collaboration with a number of students at the IMM (Intelligent Multimedia) master’s programme. Its aim is to research and demonstrate multi modal user interaction as well as serve as a pedagogical platform for students. This has to a large degree been successful.

The pool training system is based on a platform developed within a project carried out at the Center for Person-Kommunikation at Aalborg University. In this platform a number of hardware and software modules were integrated into an open architecture to provide the “IntelliMedia WorkBench” [1]. The intention of the workbench was to provide a basic set-up, in which new interaction paradigms can be investigated. The Automatic Pool Training system can be viewed as such an application. The Automatic Pool Trainer (APT) system is based on Target Pool [3], a widely used scheme for pool training, developed by the professional pool player Kim Davenport. The purpose of Target Pool is to enable a trainee to follow a self-study course consisting of a number of exercises and evaluating his progress over time.

The APT has existed in a number of different versions ([2],[4],[5],[6],[8],[9]). The following sections present the original Target Pool training scheme and an overall description of the APT. This is followed by a closer account of the system architecture and the individual components in greater detail. The design of the user interaction is presented and discussed, and results of user tests performed on the APT are given.

The paper presents the current version of the APT dubbed Intellipool [10] (as of autumn 2004) and gives a brief history of the development leading up to this. A more detailed description of the Pool Trainer together with background, images, video clips and a bibliography can be found at: http://cpk.auc.dk/SMC/pooltrainer/.

1.1. Target Pool
The basic idea of Target Pool is to present a trainee with a number of exercises (accompanied with detailed instructions). The trainee records and evaluates his or her performance after each shot on a score sheet. Based on the performance a new exercise (or the same again) is recommended. The only equipment needed apart from the pool table and cues, etc., are a booklet describing the exercises, a score-board, and a thin cloth with a printed target, to be placed on the pool table. Usually only the cue ball and one other ball (the object ball) are used. The training programme consists of a number of exercises. The objectives of all the exercises are to shoot the target ball into a specified pocket and position the cue ball in a specific position (denoted the target). The exercises differ in the topic they address and the level of skill required. In total more than 130 exercises are grouped into 10 courses (only a few has been implemented into the APT). Figure 1 shows an example of an exercise description for Target Pool.

1.2. The Automatic Pool Trainer
In most configurations, the Pool Trainer features spoken in- and output, as well as visual detection of the pool table. The user interacts with the system through speech and visual feedback. The system provides guidance and feedback to the user during the training process. The user is guided through each exercise, with step-by-step instructions and feedback on their performance. The user can interact with the system through a speech interface, which allows them to give commands and receive feedback in natural language. The system also uses visual feedback to show the user where they should aim and how to position the cue ball. This helps the user to understand the mechanics of the game and improve their skills.

Figure 1. Target Pool exercise [3]
balls. The setup consists of a pool table, cues and balls, etc. In the ceiling above the pool table a projector (a laser in earlier versions) and a camera are mounted. The projector displays shapes (e.g. lines and targets, menus etc.) on the surface of the table, and the camera captures the positions and movements of the balls, as well as “virtual button-presses”. A large projector screen is mounted on one wall of the room and has been used to show instructions to the users, replays of the users shot, evaluations of the performance, etc. Apart from the users actions directly at the pool table, the system is addressed either by voice or via a touch screen. In some versions (Intellipool2, see [4], [6], [8]), the user communicates by voice with an animated interface agent “James”, see Figure 4. James accepts spoken commands and uses synthetic speech to give instructions. He is capable of moving around on the screen and e.g. point to various objects.

Figure 2 above shows a rich picture of the interaction devices. The headset symbolises speech input. Keyboard and mouse are only used in special cases (apart from development and debugging), such as logging in and setting up a user account.

2. The Development of the APT

This section gives a brief account of the development of the Automatic Pool Trainer and discusses the technologies used in the user interface.

- The first version of the pool trainer used computer vision and speech inputs and laser and speech for output. Although it envisioned many of the current features, the functionality was focused on drawing guidelines of a potential shot based on the direction of the cue and location of the balls. This notion was later dropped, because there was no way to anticipate the spin, draw, etc. that the user might apply to the cue-ball.
- Instead a new version based on a number of predefined exercises (Target Pool) was developed [4]. The basic ideas of this design is still the predominant ones. This version used a blackboard architecture for module communication and an animated agent "Q" for spoken user interaction. See Figure 3 below. It also introduced the Target Pool concept. This version was based on two Linux-based PCs and the speech recogniser was implemented on a SUN workstation.
- Later, the software was rewritten into Java (except for the image processing, which were implemented in C) and more tightly integrated and the agent and blackboard was removed. Functionality for selecting exercises using a dynamically changing "graph" was designed, together with elaborate help and user management system [5]. The IBM ViaVoice speech recogniser for spoken interaction, replaced the SUN based one, and all modules (except for the laser controller) were integrated on a single PC.
- Based on user studies, the speech recognition and -synthesis and the graphical user interface were revised. Again, an animated interface agent (“James”) were integrated into the user interface. The agent James is provided by Cantache [7] and based on the Microsoft Agents technology [6], [8].
- In order to identify the users’ errors and provide valuable feedback, a Causal Probabilistic Network (CPN), known mostly from medical decision support systems, has been designed and tested [9]. The CPN is currently able to identify errors in aim, strength and spin of the stroke by analysing the movements of the balls. Feedback is provided through either a graphical representation of the probabilities that a certain type of error has occurred (or indeed not occurred) or as a verbal evaluation

2.1. Elements of the User Interface

The APT has been through a number of iterations, where experiments with various user interface configurations have been tried out. However, the basic idea in all the configurations has been to allow the user as much freedom of movement as possible. Since pool is a “hands busy - eyes busy” activity, and the user must be able to move freely around the table, it poses some interesting challenges to the design. An additional requirement is that any ordinary pool table, cues, pool balls, etc. must be used. This has ruled out the use of the use of e.g. specialised localisation sensors in the table, pool balls, etc. Instead, we have used a computer-vision based solution, with a camera mounted above the table in all versions.
The camera is used to identify various events on the table, such as the start- and ending times of a shot, whether the user has placed the balls in the correct positions, tracking the balls during a shot and, in the current version, the location of the user’s hand, as s/he navigates a menu using “virtual buttons” on the table. Some examples of the images captured by the camera are shown Figure 5 below.

In general, it is possible to determine the position of the stationary pool balls with an accuracy of 1-2 cm. This is quite sufficient for the current application and is not a challenge for a standard PC at a frame rate of 25 fps. However, determining the position of moving balls accurately poses some additional problems [9]. Likewise, the use of computer vision techniques has made the APT very sensitive to light conditions and we have had difficulties when setting it up outside the lab.

Because the user has the attention focused on the pool table, the natural choice of graphical output would be to directly display the information here. We have employed a laser device for this, as illustrated in Figure 6.

In addition to the laser, graphical output has been provided by a projector and a wall-mounted screen. Information, such as instructions of how to set up an exercise, where to hit the cue ball, navigation of menus, playback of shots (recorded by the camera above the table), keeping track of exercises and user feedback is presented on the screen. In many cases, this has been done via the interface agent described above. However, to allow the user sufficient freedom of movement, using mouse and keyboard for input is considered impractical. Instead, the user wears a wireless microphone and issues commands verbally. We have tried this in a number of setups and user experiments and our conclusions are that the commands must be very short and precise, to avoid that the speech recogniser accepts “false” commands (e.g. speech addressed to other players). We have used the interface agent as a “personification” of the pool system, as most finds it unnatural to speak to a pool table or screen. Figure 8 shows a player with a microphone and the screen in the background. A consequence of using speech as input is that the user does not have to look at the screen when issuing commands. This means that s/he can keep the attention on the table, since the agent will also respond verbally, with synthetic speech.

3. The current version of the APT

The versions described in the previous section were mostly developed with the aim to research multi modal user interaction, and a number of technologies have been
introduced and subjected to user evaluation. However, based on our experiences with this, we found that an interesting problem would be to aim at a streamlined, “minimalistic” user interface, with as few devices and modalities as possible.

A clear conclusion from the previous results was that the use of computer vision to capture the status of the pool table, and the capability of drawing directly on the surface of the pool table had been highly successful. However, the laser suffers from a number of limitations. It requires a dedicated controller PC, the interface to the remaining system is slow, but most importantly, it is only capable of drawing simple figures, such as lines and circles. Based on these observations, it was decided to concentrate the user interaction solely on the pool table, and consequently remove the screen and speech interaction. To do this, the laser was replaced by a projector, mounted in the ceiling next to the camera and pointing downwards [10]. This greatly improved the graphical display on the table, as shown on Figure 9.

However, there still exists the problem of e.g. switching between exercises and otherwise control the system. This has been solved by projecting a menu on the pool table, and introduce four “virtual buttons”, which the user “presses” by placing her hand above it for a few seconds (Figure 10).

4. Conclusions
The APT has been subjected to a number of user tests, with novice users, as well as experienced players and instructors, who all been favourable in their evaluation. In September of 2002 and 2004, the APT was a part of Aalborg University’s exhibition for the Danish Science Festival. Our experience is that nearly all users immediately capture the idea of the pool trainer and there is only a need for minimal instruction (especially for kids). With the introduction of the projector, the APT is now built solely from consumer “off-the-shelf” components, making it commercially attractive, either as a product or a an Open Source project.

The pool trainer has shown itself to be the source of a number of challenging problems, both in terms of the technological issues involved, but it has also proved to be very interesting from the point of view of multi modal user interface design. As such it has served its purpose. To this day more than 25 master students at the IMM have worked on it, and numerous reports, theses and papers have resulted from the project.

Our plans for the future include a reintroduction of the interface agent as an alternative or supplement to the menu. Given time, the agent might be displayed in 3D moving about on the pool table.
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Figure 9. The pool table with a projected target and text

Figure 10. The menu and virtual buttons

While quite effective and robust, this takes a little time to get used to for most users. The menu is launched by covering two of the diamonds for five seconds [10].
ABSTRACT
Passwords are a prominent mechanism for user authentication but entail a conflict between ease of use and security in that passwords must be both easy to remember for the password holder and difficult to guess for everybody else. To support users in remembering their passwords minimal-feedback hints for remote authentication (MiFA) provide users with a couple of the password characters when users are prompted for their password. In this study MiFA hints, originally devised by Lu and Twidale (2003), were evaluated by having 14 participants create five passwords each and prompting them for these passwords after one week and after four weeks. With the aid of MiFA hints participants remembered significantly more passwords and were significantly more confident in the correctness of their memory of their passwords than without hints. However, many of the passwords created by the participants were weak, for example a word followed by one or more digits, and vulnerable to dictionary attacks.
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1. INTRODUCTION
Passwords are a widely used mechanism for user authentication and thus critical to the security of many systems [1, 11, 12]. To provide effective security, passwords should be known to the password holder but remain unknown to everybody else. While passwords such as personal information and real words are relatively easy for a user to remember they are weak from a security point of view because they are vulnerable to informed guessing and dictionary attacks. Strong passwords (e.g., b5j#Kv!8N) are less vulnerable to attack but at the same time more difficult to remember. However, the sheer number of passwords people must have to accomplish their day-to-day activities exceeds most humans’ capacity for remembering meaningless strings of characters [1].

Lu and Twidale [8] suggested a technique, minimal-feedback hints for remote authentication (MiFA), for supporting users in remembering their passwords. The distinguishing characteristic of MiFA is to aid users’ memory by providing them with a couple of the password characters when prompted for the password. This study replicates the study by Lu and Twidale [8] to assess whether MiFA hints (1) aid users’ memory of their passwords, (2) make users more confident in the correctness of their memory of their passwords, and (3) coincide with password-creation strategies that yield strong passwords.

2. MINIMAL-FEEDBACK HINTS
Most user-authentication mechanisms present users with a blank password field and leave it entirely to users to be able to remember their passwords. MiFA hints introduce minimal feedback with the thinking that “a few carefully revealed hints will jog an authorized user’s memory, but will be of insufficient help to an unauthorized user who does not know the password in the first place” [8].

At the time of password creation, users will select which characters from their newly created password should be provided as hint. Then, the password with the hint characters revealed and all other characters replaced by, for example, asterisks is converted to an image and slightly distorted. This conversion and distortion is done to provide additional security against password-cracking software.

At login, the image is presented to users who will be able to determine which of their passwords must be the right one for this particular account, or to narrow down the set of likely passwords based on the hint. Lu and Twidale’s [8] exploratory study indicates that with MiFA hints users remember 75% of their passwords correctly in their first attempt. Their study involved five users who were prompted for their passwords ten days after creating them.
3. METHOD OF REPLICATION STUDY

The participants in this study were 16 graduate students in Computer Science, seven female and nine male. Their age ranged from 21 to 42 years with a median of 24 years. All participants had years of experience creating and remembering their personal passwords.

During an initial session the participants were asked to create passwords for five imagined web services: a bank, a book store, a university portal, an email account, and a travel site. Participants were provided with a form for writing down their passwords. This form also summarized the instructions given to participants before the form was handed out. Participants were instructed that the passwords had to be at least eight characters long and contained both letters and digits, as is common practice in many systems, and that the five passwords had to be different but were allowed to be related. Further, participants were instructed not to use any of their real passwords but asked to use their normal strategies for creating passwords. Participants were also told that each password could have one, two, or three hint characters, which would be revealed to them when they were subsequently prompted for the password. Then, participants were asked to choose hint characters for each of their passwords and indicate them by underlining. Finally, participants were asked to write down any strategies they had applied in trying to create passwords that were memorizable.

On two subsequent occasions participants were prompted for their passwords. These password-prompting sessions took place one week and four weeks after the participants had created their passwords. These password-prompting sessions took place one week and four weeks after the participants had created their passwords, and they proceeded in the same way. First, participants were asked to provide their passwords without the support of hints. For each password participants were also asked to indicate on a five-point scale from very uncertain to very certain how confident they were that they remembered the password correctly. Second, participants received their MiFA hints and were again asked to provide their passwords and indicate their confidence in the correctness of the provided passwords. The MiFA hints were provided to participants in a format that gave the hint characters and their approximate position in the passwords. Examples:

\[
\_ b \_ \_ \_ \_ 8 \\
\_ a \_ \_ \_ \_
\]

In the first example the hint characters are ‘b’ and ‘8’. The ‘b’ is preceded by one or more characters but is closer to the beginning than to the end of the password. The ‘8’ is the final character of the password. In the second example the hint characters are ‘a’ and ‘s’, and they appear next to each other near the beginning of the password.

Participants spent about 20 minutes creating their passwords and about 10 minutes on each of the two sessions where they were prompted for their passwords. Two participants failed to create passwords that were at least eight characters long and contained both letters and digits. These participants were excluded from the data analysis, leaving 14 participants.

4. FINDINGS

Table 1 shows the participants’ ability to remember the five passwords one week after creating them and four weeks after creating them. After one week, participants remembered an average of 4.10 passwords with the aid of hints. This is 1.70 passwords more than participants remembered without hints, a significant improvement (T-test, p=0.022). After four weeks,
participants remembered an average of 1.63 passwords more with hints than without hints, again a significant improvement (T-test, p=0.046). Between the first and the fourth week participants’ ability to remember their passwords decayed by 0.67 for recall without hints and by 0.74 for recall with hints. This decay is, however, not significant (T-test, no hints: p=0.793, hints: p=0.182).

Table 2 shows the participants’ confidence in the correctness of their memory of their passwords. After one week, participants’ confidence averaged 4.33 when they recalled passwords with the aid of hints. This is 1.00 more than their confidence without hints, a significant difference (Wilcoxon test, p=0.028). After four weeks, participants were an average of 1.33 more confident in the correctness of passwords recalled with hints than without hints, again a significant difference (Wilcoxon test, p=0.018). Between the first and the fourth week participants’ confidence dropped slightly but not significantly (Wilcoxon test, no hints: p=0.917, hints: p=0.855).

Password-creation strategies were provided by 12 of the 14 participants. The contents of these strategies included:

- Eight participants’ passwords consisted of a sequence of letters followed by one or more digits. For six of the participants this property was an explicit part of their password-creation strategies. On average, 3.07 of the five passwords created by each participant had this property.
- Six participants created only passwords that were the minimum of eight characters long, and four participants explicitly mentioned this as one of their password-creation strategies. On average, 3.29 of the passwords created by each participant were eight characters long.
- Five participants created their passwords around words related to the topic of the service to which the password provided access, for example ‘money’ for the e-bank. On average, 1.71 of each participant’s passwords contained such a topical word.
- Four participants had password-creation strategies involving the concatenation of two meaningful words, typically their name (see below) and a topical word. On average, 1.21 of each participant’s passwords contained two concatenated words. An additional 2.21 of each participant’s passwords contained one meaningful word.
- Three participants incorporated their own name (i.e., first name, middle name, last name, or userid) in their passwords. On average, 1.50 of each participant’s passwords contained the participant’s name. In addition, one participant used the names of friends’ children and pets in his passwords.
- Two participants created passwords that corresponded to memorizable patterns on the keyboard (e.g., the two leftmost columns of keys). One of these participants consistently included special characters (i.e., neither letters nor digits) in his passwords, but apart from the five passwords created by this participant only one password contained a special character.

For each password the participants selected the one, two, or three characters they wanted as their MiFA hint. The distribution across one-, two-, and three-character hints was 29%, 66%, and 6%, respectively. Participants used the hints to amplify their password-creation strategies. This was mainly done by having the hints signal the start of the chunks of which the passwords were constructed:

- The initial letter of every meaningful word contained in a password was often included in hints. On average, each participant created 3.42 passwords containing meaningful words and for 2.29 of these passwords the hints included the initial letter of each of these meaningful words. Five participants used this method for all their passwords.
- Often passwords ended in a number external to the main password-creation strategy, and the initial digit of this number was included in the hint. On average, each participant created 4.21 passwords ending in a number and for 2.29 of these passwords the first digit of the number was part of the hint.
- Four participants used this method for all their passwords.

5. DISCUSSION

Four weeks after creating their passwords the participants remembered 67% of them correctly when aided by MiFA hints. This is significantly better than the 35% they remembered without hints and comparable to the 75% remembered after ten days in the study by Lu and Twidale [8]. Both their study and this study concern users’ ability to remember their passwords in their first attempt. Given more than one attempt users will also succeed if the hints enable them to restrict the set of candidate passwords to a small number of alternatives.

Participants were also significantly more confident in the correctness of passwords recalled with the aid of MiFA hints than without such hints. Thus, participants’ perception of the MiFA hints is consistent with their improved performance. The participants’ high level of confidence suggests that they consider MiFA hints useful and may adopt them if introduced in operational systems. The decay in the participants’ memory from one week after creating their passwords to four weeks after creating them was not significant but calls for testing MiFA hints longitudinally, if possible as an element of their introduction in an operational setting.

Without hints it is unrealistic to require that users always choose strong passwords, change them frequently, and never write them down. This entails a conflict between security and ease of use [e.g., 4, 5, 6, 9, 10, 12]. Passwords may be attacked by outsiders that aspire to gain access to systems. Such attacks can be broken into four types:

- Informed guessing: cracking a person’s password by combining knowledge about the person with knowledge about frequently used password-creation strategies.
- Social engineering: persuading a person to reveal passwords by exploiting that humans are, in general, unsuspecting and want to help out if they can.
- Dictionary attacks: cracking passwords by trying a large number of candidate passwords in a brute-force manner.
- Interception: capturing passwords when they are entered by or echoed to legitimate users, for example by wiretapping data lines.

This simple typology serves to illustrate that unless users understand the different types of attacks they are likely to behave in ways that counter some types of attacks but remain vulnerable toward others. Further, the vulnerability of passwords toward
dictionary attacks is increasing as still more powerful computers make it feasible to test passwords against still larger dictionaries [6, 11]. While humans’ capacity for memorizing passwords is not going to change appreciably over the next decades, still longer passwords will be needed to prevent password-cracking algorithms from brute-force testing all possible character strings. A frequent characteristic of the passwords created by the participants was that they had one or more digits appended at the end. This is known as salting and incorporated in many password-cracking algorithms. The participants’ frequent use of names and topical words makes the passwords more vulnerable to informed guessing. Further, their use of real words, whether topical or not, increases the vulnerability of their passwords to dictionary attacks. This vulnerability is, however, partly mitigated when passwords are created by concatenating two words. The near absence of special characters in the participants’ passwords is a serious weakness because it reduces the password space dramatically. Finally, the participants’ marked preference for passwords consisting of exactly eight characters is a regularity that can be exploited by password-cracking algorithms.

While the participants have, at least to some extent, succeeded in using the MiFA hints to amplify their password-creation strategies it appears that this amplification has been used primarily to make the passwords more memorizable and less to make them stronger. This suggests a need for supplementary user-authentication mechanisms that focus primarily on strength. Such supplementary mechanisms may include graphic challenges [2, 10], which exploit that humans read distorted text much better than computers, and dynamic identity verification by means of keystroke characteristics [7] or pointing characteristics [3].

6. CONCLUSION

This study replicates and confirms work by Lu and Twidale on minimal-feedback hints for user authentication. With the aid of hints the 14 participants in this study remembered significantly more passwords and were significantly more confident in the correctness of their memory of their passwords than without hints. Hints were frequently used to amplify password-creation strategies by revealing the initial character of the chunks of which passwords were constructed. However, many of the passwords created by the participants were weak in spite of the improved support for remembering passwords.
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1. INTRODUCTION
Having test users to think aloud during usability testing is generally thought to be an effective and successful technique [7]. According to Nielsen (as cited in [2]), thinking aloud usability testing is the single most valuable usability engineering method for evaluating the usability of user interfaces. However, the descriptions in the Usability Literature of how this method is followed in the industry do not conform to the theoretical basis of this method [2].

The theoretical basis of the method is described in ‘Protocol Analysis: Verbal Report as Data’ [2, 3]. A certain relaxation from theoretical rigor when we apply a scientific method to practical purposes is what we may expect.

What is less understood and accepted, however, are the significant differences in how people from different cultures respond to directions and test methodologies. With the advent of globalisation and IT revolution, we can no longer overlook the aspect of culture in the design of user interfaces and products [6]. Taking cultural issues into account has now become one of the key factors for the success or failure of a global product. Despite this fact, however, we don’t have any kind of formal method which guides us to evaluate a product to a certain standard while keeping in the sensitivity to cultural issues in different countries. International Usability Testing just involves a usability expert from one country and a local facilitator in the target country [4].

Previous studies on cross cultural usability evaluation have shown that culture broadly affects the usability evaluation assessment processes. In one sense, we try with the ongoing research presented in this paper to look into some of the broad issues raised in current international usability research [8]: “How do we avoid cultural bias in requirements elicitation and usability data collection?” and “What user based evaluation methods address cultural diversity in both the moderator and user?”

Specifically, in this paper we are interested in where to start an investigation of the assumption that the usability evaluator almost needs to belong to the target culture to (a) completely understand how people will respond to the think aloud directions and test methodology and (b) understand what is the effective way to obtain test users’ usability feedback, without actually disguising the usability problems.

In the rest of the paper we present our planned experimental setup for studying think aloud cross cultural usability test.

2. SUGGESTED EXPERIMENTAL PARADIGME
We have suggestions for an experimental paradigm in three areas: the selection of participants, the selection of a test application and the data collection and analysis approach.

2.1 The participants
The Test users and the evaluators we will chose from Europe (Denmark) and India. As we can’t take east and west as areas of study because culture is not at all uniform in whole east or in whole west [5], we choose one country from east and compare the result with one country from west, i.e. we chose national culture as a way to operationalize the selection of participants with differences in cultural practices.

Furthermore, despite the risk of selecting culturally too homogenous participants, we want participants who

- Can do the experiment in English. We will ask them about their ability in English and their experience with and knowledge of usability testing and thinking aloud. They should be able not only to talk English, but also to read English and to work with computers in English. They should be able to think aloud and even to do this in a foreign language like English.

- Can use the application and could perform the test-task. Therefore, the participants should be regular users and proficient in the ‘host application’ for the specific application to be tested, i.e. Microsoft word, and preferably have experience with the clipart features, and they should have experience with the test user task, i.e. making a birthday invitation by using a word processor and clipart.

To check our immediate selection of participants, we will screen them by having them to give us the above presented information about themselves in a questionnaire.

As a substitute for established acculturation indexes (see e.g. [9]), we will try to get a rough measure of test users’ familiarity with local national culture. By asking the participants about the time of their stay in the local national culture (Denmark), which should be either from birth (local test user) or between two months and six months (distant test user; at least two months stay to avoid test users with cultural shock and rejection of local culture known to occur as a response immediately after the ‘honeymoon experience of being in another country). Local national culture may thus expected to be either very familiar or to
be very unfamiliar (but interesting) to the test users. In our first study, we will not consider status or age and sex relations, but only focus on conducting all the possible combinations of test user and evaluator pairs.

### 2.2 The test application

The interface that we choose has to be culturally localized. We suggest the use of a ‘cultural clipart application’, which is collection of culturally specific images and icons of various cultures. Thus an application will help a user to make invitations, documents containing graphics, web pages.

**The need for localizing clipart collections.** At present people use the Clip Organiser feature provided by the Microsoft Office in many different cultures. But the problem that we found with the Clip Organiser is that it’s not currently localized, meaning the images and graphics that it contains now don’t have the cultural sensitivity for each culture in particular. Our intention is to make a ‘Cultural Clipart’ application that is more sensitive to culture.

**The prototype cultural clipart collection.** Since our application is on the ideation phase we must combine it with the Microsoft Word ® Clipart application. We have incorporated our Cultural Clipart in this clip Organiser by adding a sub folder named Cultural Clipart in My Collections. The Cultural Clipart folder contains the cultural specific sub-folders named Denmark, Germany, Sweden, etc. From any of these folders, the user can choose images and graphics to add to their document.

**The creation of a cultural clipart collection.** But how did we get all the clip arts as the experimental material? The clipart material that we propose to use is a result of (a) a two-week long camera-ethnography on the streets of Copenhagen, (b) discussions about Danish culture with an anthropologist specialized in the concept that we propose to use is a result of (a) a two-week long camera-ethnography on the streets of Copenhagen, (b) discussions about Danish culture with an anthropologist specialized in the concept that we propose to use, (c) search for clipart on the internet and (d) our informal analysis of examples of Danish birthday invitations. In the end, we have decided to go for 'tourist' clipart to symbolize Denmark, realizing that the task we will ask the Test user to perform require such distinctions.

**Inclusion of potential usability problems.** In order to increase the chances of culturally specific interaction between Test user and evaluator we will introduce some errors in the clipart whom only a user from Danish possibly can identify. Therefore, we embed the following usability problems in our ‘Denmark’ folder:

- A Norwegian flag in the collection
- An image of Norwegian parliament in the Denmark folder
- Image of Heineken beer (a Dutch beer)
- A Reindeer (which does not live in Denmark)
- A Norwegian skier
- Giving the blind-fold game (not Danish) the birthday keyword
- Images of Birthday certificate, eagle and scenery of which none was Danish
- Wrong keywords to images of Danish flags

These problems are supposedly culture specific.

### 2.3 The test scenario and tasks.

In the test scenario, a company that develops a new application has hired an evaluator from a usability consultant company to perform think aloud usability tests of the product and has also provided test users. The test users and the evaluators will be informed about the scenario and asked to provide background information about them in a questionnaire sent to them before the experiment take place.

The experiment will begin with the evaluator’s arrival at the company’s office, i.e. the research lab, followed by arrival of test user. Then the test session is performed, and after this, the evaluator does the post-test interviews with the test user, and, finally, the researcher interviews both participants before they leave the lab.

**Evaluator’s task.** Evaluators will be asked to conduct the test in the way they are comfortable with and they will have to build their own test plan and interview guidelines. We provide them with list of tasks that they need to ask user to perform. They will also be provided with objectives of the test, which is – for the evaluator – to identify usability problems in a broad sense, both regarding content and navigation of our cultural clipart collection.

Each test session begins with the evaluator greeting the test user. The evaluator then explains the test set up, about the objectives of the test, about the interface, about video recording and camera. Then the evaluator asks the test user to read all the sub tasks very carefully and then perform them. After the completion of all the tasks the evaluator interviews the user about the interface and the task he/ she performed. The questions of the interview are solely on Evaluator’s choice and according to his test plan keeping in mind the objectives of the test.

**Test user’s task.** The test user will be provided with the task of making a birthday invitation for his son. It has the following sub tasks:

1. Please write the text that you want to appear on the Invitation.
2. Please choose the appropriate font(s) for the text.
3. Please choose the appropriate style(s) for the text.
4. Please choose the colour(s) for the text.
5. You are free to choose any kind of formatting and layout that you require for this text.
6. Now using the Cultural Clipart sub-folder in My Collections folder in Microsoft Clip Organiser add some images and graphics so that its looks like Birthday invitation.
7. Please make this invitation look happy, colourful, and joyful as this is for birthday.
8. Since primarily all your guests are from Denmark and are Danes, make this invitation look Danish.

- Giving the keyword Birthday to a amusement park of Denmark
- Giving the keyword of birthday cake to various cakes that were neither birthday cakes nor Danish cakes
The Test user is asked to read all the sub tasks very carefully and then perform them. The test users shall perform the tasks using Microsoft Word (Microsoft Office XP Professional) on a Windows 2000 computer or similar.

2.4 Data collection
The experiment will be performed as a laboratory experiment and take place in our research lab, which basically is a standard office space that can be found in any major company.

Both the test user and evaluator will asked to fill in a questionnaire which judge their knowledge of Usability testing and Microsoft Word. The questionnaire will also give insight into the participants’ knowledge of the two cultures.

We record all instances of the participants’ behavior during the thinking aloud period from three different angles. We will have a digital video camera directed at the test user’s chair allowing capture of the test user’s facial expression, and another digital video camera placed at 2 m distance allowing a capture of evaluator and test user interaction, as well as their interaction with the experimenter during the post test interview. Furthermore, we will use the Camtasia screen recorder software to capture the screen events. Among these three sources of data, the primary source is expected to be the wide-angle camera that allow us to see both participants as their relationship unfolded during the experiment.

The data collection method will thus be continuous, i.e. test participants are observed for the whole period of the thinking aloud usability test, including evaluators introduction and post-test interview with the test user, but excluding the researchers’ post-session interview with the evaluator and test user.

The research interviews. The think-aloud session will be followed by three research interviews. The researchers interview first the evaluator and test user at the same time, and, secondly, the researchers interview the evaluator alone and, thirdly, the researchers interview the test user alone. These interviews are conducted to explore the relationship between the evaluator and test user during the test, e.g. the interviewer probe into the interaction between the test user and evaluator; and how the user feel during the test and what else he/she wants from the evaluator and do the nature of the evaluator’s reminders affect his or her performance, and, furthermore, does the evaluator feel that he or she understood the test user’s thoughts. The test user and the evaluator are asked to relate to the other’s statements in order to get a dialogue about their relationship and its effect on the thinking aloud during the usability test and the number of usability problems that were found.

2.5 Data analysis
We wanted to produce a complete behavioural record of the participants’ relationship as it unfolded during the experiment, including the time at which each instance of a behavioural relation occurred (events) or began and ended (states). Our analysis of the videos therefore focused on the wide-angle camera that allowed us to see both participants.

The coding scheme that we propose has been developed during a small pilot study with the above presented methodology. It consist of a number of behavioral classes that each contains different subtype behaviors:

2.5.1 Reminders
Neutral (Ericsson & Simon type reminder), Affirmative (active listening type reminder), Interrogative.

1. **Interrogative** Reminders are those in which Evaluator asked a question to make the Test user think aloud. E.g. what are you trying to do? What are you looking for? Etc.

2. **Affirmative** Reminders are those in which Evaluator conveys a message to the Test user that he/she (the Evaluator) is an active listener. These reminders are similar to those identified by Boren and Ramey(2) as ‘Acknowledgement tokens’, e.g. Hmmm, Mm Hmm, Yeah, Ok.

3. **Neutral** Reminders are those which are given to ask test user to continuing thinking aloud. E.g. Keep Talking, Please Keep Thinking Aloud, What are you thinking? (In a non-interrogative tone). These reminders are similar to those proposed by Ericsson and Simon [3] in the appendix to their book.

2.5.2 Task fulfillment evaluator behavior
These behaviors are of different types: Observe Silently, Comment, Answer Questions, Help Out.

1. **Observe Silently** means the Evaluator act as a passive listener and don’t say anything while user thinks aloud, or ask question or obviously have difficulties.

2. **Comments** are those in which evaluator pass some comments; e.g. the Evaluator interrupts and says “You have to read the task first”, “You can only use Microsoft Word to fulfil this Task”

3. **Answer Questions** are those evaluator behaviours in which he/she has to answer to the user’s doubt about either the task or the application.

4. **Help Outs** are those behaviours in which the Evaluator actually helps the user to complete the task. These behaviours are directly against the suggestions by Ericsson and Simon [3] and also against newer Usability Testing theory [1].

2.5.3 Usability problems
These are related to understanding image content, finding clip organizer, modifying images, choosing images and other problems, including general use of the word processor.

1. **Images**: These are the number of responses which the Test user gives when he/she is not happy with image collection, quality, and its cultural significance.

2. **Clip Organiser**: These are the number of responses which the user gives when she/he has problems using the Clip Organiser. E.g. the name of the image can’t be found, the keywords were not right, it doesn’t show the actual size of the image etc.
3. **Choosing**: These are responses given when he/she has trouble transferring the file from the clip organiser to the Word Document.

4. **Word**: These are the problems related to the Microsoft word.

2.5.4 **User behavior**
These are of different types: Thinking Aloud, Silence, Explanation, Positive Comment, Negative Comment, Cultural comment, Question, Suggestions, Other responses.

1. **Suggestions**: These are the responses given in order to improve the usability of the application.

2. **Cultural Comments**: These are the responses and references given by the user on the users’ native cultural or on the localised culture of the application.

3. **Positive Comments**: These are the user response which says something about the positiveness of the design and application.

4. **Negative Comments**: These are the user responses which comments upon the disapproval of design or the application.

These codes shall be applied on the recorded videos by at least two researchers or by one researcher after thorough discussion of each class and subtype of behavior.

3. **CONCLUSION**
The presented paradigm for studying cross cultural think-aloud usability testing has advantages: Elementary statistics can be performed on the codes, and presented and discussed as results. The analysis of the interviews can be used to interpret and backup our understanding of the results of the coding. One major limitation with this approach is our focus on events, i.e. how many times a test user began to think aloud. Instead, it may be relevant for comparison between subjects to get a measure of states, i.e. how long the evaluator and test user is in a ‘think aloud mode’, as the important thing in think aloud sessions during usability testing is to get the user to think aloud much of the time and not just many times.
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ABSTRACT
Emerging technologies for children often require the involvement of children as test subjects in software development projects. Previous research studies have indicated that children behave differently than adults when involved in usability test sessions. Thus, children impose new opportunities and limitations in the evaluation and we still need to investigate proper and fruitful ways of involving children.

We present two studies on usability evaluation with children. The first study involved eight children in a development project on a mobile educational device. The children evaluated a number of different prototypes. The second study involved 60 children who participated in the evaluation of an existing mobile technology where the children applied either the think-aloud protocol or constructive interaction.

The results from the first study showed revealed that evaluation with a high-tech prototype does not necessarily provide more useful information, compared with an evaluation of a low-tech prototype. Our results from the second study revealed that constructive interaction provided the identification of more usability problems compared to think-aloud when the pair composition in constructive interaction is acquainted dyads.
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1. INTRODUCTION
The design and evaluation of children’s technologies have received increased attention during the last several years [9]. Children should be considered individuals with strong opinions, needs, likes, and dislikes, and they should be treated as such [7]. Druin [6] provides a classification of involvement where children play the roles of users, testers, informants, or design partners. The four roles encompass different levels of engagement and impose different opportunities and limitations. All roles apply usability tests where children participate as subjects.

Usability testing has been studied extensively and is generally acknowledged to identify some of the key interaction problems in user interfaces [12]. Emerging technologies for children have produced the need for involving children as test subjects in software development projects. However, usability testing may be challenging with children situation since they are typically less organized [5]. Hanna et al. [10] propose adjusted guidelines for usability testing with children such as reflection on common target age ranges and how different age groups can verbalize their thoughts and feelings during a test.

Going through CHI Proceedings for the last ten years, we found several studies in which children participated as test subjects in usability tests applying e.g. think-aloud [1, 4, 6], constructive interaction [11] or both approaches [12]. Typically, the children are involved in the testing of existing technologies or high-tech prototypes [2, 3, 4, 8, 11, 12] whereas they are less involved in the testing or evaluation of low-tech or paper prototypes [12].

In this paper, we report from two different studies on usability evaluation with children. The first study involved eight children in a development project on a mobile educational device. These children evaluated a number of different prototypes from the development project. The second study involved 60 children that participated in the evaluation of an existing mobile technology where the children applied either the think-aloud protocol or constructive interaction.

2. STUDY A
This study used a revised form of a four-phased method used in the [12]. The revised form consisted of a method were all expert adult influence were removed from the first three phases. In the fourth phase we excluded all but the adult experts, who should comment on the correctness of the information provided by the children. The aim of the study was: How much information can we derive from children alone? And how valid is the information?

2.1 Participants
8 children (3 girls and 5 boys) at the age of 10 to 12 years old (mean=11.5, SD=0.76) participated. Five of these children had been living with diabetes for an average of 2.87 years. The adult participants had an average of 30 years working as a nurses; one had worked with diabetic children for 21 years the other for 1½ year. The children were not aware of that they would receive a small gift for their involvement in the study.
2.2 Procedure

The usability test sessions were conducted in a specialized usability laboratory. The laboratory integrated two rooms; an observation room in which the evaluations took place and a control room where one of the researchers would handle electronic equipment for recording the sessions. The two rooms were separated with a one-way mirror allowing people in the control room to see what was going on in the observation room.

The first usability evaluation was conducted with a low-tech prototype; it was made out of colored paper and plastic slides fitted to the same size as the screen of the PDA, so the children could get an idea of the size of the screen. For the second evaluation we used a high-tech prototype running on the PAD, it was developed in eMbedded Visual Basic 3.0.

2.3 Tasks

The children in the first session were given two tasks, tell us about diabetes, and tell us about your likes and dislikes regarding computer games and mobile phones. During the second session, with the same children, the children were presented with a paper prototype of the system, they commented on the idea and the design. We also presented them with 26 questions that could be implemented in a system, they were asked to answer the questions (pick the right answer from the four options) and comment on the questions.

In the fourth session the children were asked to solve the same tasks as the children in the second session. The only difference were that the prototype they were presented for were a running prototype. Afterwards the two adult experts solved the same tasks, thereby giving the team knowledge about the correctness of the information given by the children.

2.4 System

The system used in the experiment was an edutainment system, the users were presented with a paper prototype of the system and a prototype which ran on a Compaq PocketPC.

The target group of the system was children who had been diagnosed with diabetes and their friends. The system should teach the children specific information about diabetes, as well as entertaining the children, the reason for this being that it is easier to capture children’s attention through edutainment systems, than it is through purely educational systems. The inspiration for the system came from the game “who want’s to be a millionaire”, which has one right and three wrong answers for each question. Thereby avoiding that the children should write an answer for each question.

3. STUDY B

Our experiment utilized a setup for comparison of think-aloud and constructive interaction for usability testing with children. In particular, we wanted to

1) Measure think-aloud and constructive interaction on identification of usability problems
2) Explore the impact of different compositions of pairs in constructive interaction
3) Analyze children’s perception of the testing situations using think-aloud and constructive interaction.

We designed the experiment as a 3x2 matrix consisting of three types of sessions: individual testers using think-aloud, acquainted dyads (pairs) using constructive interaction, and non-acquainted dyads using constructive interaction. Furthermore, we configured the usability test sessions with same-sex dyads having sessions with girls and boys for each of the three setups.

3.1 Participants

60 children (30 girls and 30 boys) at the age of 13 and 14 years old (mean=13.35, SD=0.48) participated as test subjects in the experiment. The children were all 7th grade pupils from five different elementary schools in the greater Aalborg area. The children did not receive compensation for their involvement in the experiment.

3.2 Procedure

The purpose of the evaluation was explained in detail to the children and they were shown the facilities of the usability lab. Test subjects intended for roles as non-acquainted dyads were kept separate before the test sessions. The children received questionnaires on which they had to provide answers to such as age, name, school, and mobile phone experience.

The usability test sessions were conducted in the same usability laboratory as Study. All sessions were recorded on videotapes for later analyses including perspectives of the children and of their interactions with the mobile phone.

3.3 Tasks

The children were asked to solve twelve tasks one at a time addressing standard and advanced functionalities in the innostream mobile phone. This included making a phone call, sending a short text message, adjusting the volume of ring tones, and editing entries in the address book. We did not specify any time limits for the tasks, but required the participants to try to solve all tasks. All children were able to solve all specified tasks.

On average, the children spent 26:45 minutes (SD=06:39) on the twelve tasks.

3.4 System

The selected system for our experiment was an inno-100 mobile phone by innostream. This particular mobile phone was selected since it had not been released on the European market at the time of our experiment. Thus, all children would have to learn to use the mobile phone.

The inno-100 integrates a range of standard mobile phone features, such as making and receiving phone calls and short text messages, and more advanced features, including speed dial functions and options for creating personalized ring tones. The inno-100 has two separate screens with a main 128x144 pixel 16 bit color screen and 64x80 pixel sub screen on the cover. The navigation is primarily based on icons in the two upper menu levels. The lower levels are textual based including choice menus for setting values. Furthermore, the inno-100 integrates a number of games.

4. RESULTS

4.1 Study A

Our results indicate that the overall comments from the children testing a low-tech prototype are almost identical to the comments we provided by the children testing the high-tech prototype.
only difference we could find were that the second evaluation provided information about functionality errors.

From the usability evaluation of the low-tech prototype, we found that the children were capable of imagining a real system while looking at a paper prototype. Both the boys and the girls commented on what they thought could be funny features. We got suggestions as animation of face, changing the needles gender, music, reading the text out loud, giving the needle arms etc. The children understood most of the functionality that would be incorporated in the buttons, the girls had some trouble understanding and “quit” they suggested that quit should be replaced with a Danish word. The girls had a hard time imagining what could be search for in the game, and therefore they didn’t understand the “search” button, after seeing the search page, they understood the function. When presented with the search page none of the children thought that it would be a good idea if the player should write the word themselves, since a person without diabetes wouldn’t know the words. Furthermore one of the boys suggested that a historical anecdote could be added to each topic, and one of the girls suggested the addition of pictures or small clips of film. As for the game, all the children liked that they had four possible answers to choose between, since it would be easier than of they had to write it themselves. The boys liked the idea of sticking the needle in the right answer; they suggested that the background had skin colored texture. All the children suggested that the game could be played as a multiplayer game, and the boys suggested that it should be possible to race the clock. During the talk over amount of questions one of the girls noted that if the computer would pick questions randomly, some of the most important information regarding diabetes might be missed.

The information provided by the children in the second evaluation was almost identically as the results from the first evaluation. The children however stressed that it was important that the voice of the needle was the voice of a child, since they didn’t want it to be an adult. All the children in this session had doubts on whether the “help” function would give them help to the quiz or how to play the game. The boys suggested that it should be possible to click on the needle during the quiz, to get some help if needed. The two children with diabetes didn’t like to stick the needle into the right answer, whereas the boys who didn’t have diabetes thought that the needle could be helpful to children who were afraid of needles since he looked so nice. The two boys without diabetes liked the search function, which was found a bit boring, by the two children with diabetes. During the quiz the girl accidentally hit the “next” button twice, and thereby answering the next question with the second tab. Additionally one of the children suggested that it should be possible to race each other with two linked PDA’s online. The two boys also suggested an idea for a game where they could control the needle and maybe shoot unhealthy food.

4.2 Study B

Our results indicated that constructive interaction provided the identification of a higher number of usability problems compared to think-aloud, but the differences were mostly not significant. However, we found significant influence of the pair composition in constructive interaction as the non-acquainted dyads identified significantly less problems than the acquainted dyads. The acquainted dyads identified more total numbers of problems and serious problems. However, this did not seem to increase level of frustration for the acquainted dyads. We further found that the girls identified more problems in constructive interaction as acquainted dyads compared both girls applying think-aloud and non-acquainted girls. No similar differences were found for the boys.

Specifically, our study resulted in the identification of 81 different usability problems. Based on a classification scheme, we classified 32 of these 81 usability problems as critical problems, 13 as serious problems, and 36 as cosmetic problems.

Our results showed that the sessions with acquainted dyads identified the highest number of usability problems of the three setups. The 12 acquainted dyads identified a total of 65 of the 81 usability problems whereas the non-acquainted dyads identified only 51 of the 81 usability problems and this difference was significant according to a two-tailed Chi-square test ($\chi^2=5.131$, df=1, $p=0.0235$). The individual testers identified 56 of the 81 usability, but the difference between the individual testers and acquainted dyads was not significant ($\chi^2=2.090$, df=1, $p=0.1483$) nor is the difference between the individual testers and acquainted dyads ($\chi^2=0.440$, df=1, $p=0.5069$).

Looking at problem severity, we found that the acquainted dyad sessions identified nearly all critical problems (28 of the 32 critical problems), but this was not significant compared to the individual testers or the non-acquainted dyads according to a Chi-square test ($\chi^2=0.439$, df=1, $p=0.5076$) ($\chi^2=2.286$, df=1, $p=0.1306$). However, we found that the acquainted dyads identified significantly more serious problems than the non-acquainted dyads ($\chi^2=4.514$, df=1, $p=0.0336$). Alternatively, no significant differences were found between acquainted dyads and individual testers on serious problems ($\chi^2=1.950$, df=1, $p=0.1626$) nor between individual testers and non-acquainted dyads ($\chi^2=0.155$, df=1, $p=0.6940$). We found no significant differences for the cosmetic problems.

5. CONCLUSION

This paper has reported from two different studies on usability evaluation with children. The first study involved eight children evaluating a number of different low-tech and high-tech prototypes. The second study involved 60 children in the evaluation of an existing mobile technology where the children applied either the think-aloud protocol or constructive interaction.

The first study revealed that evaluation with a high-tech prototype does not necessarily provide more useful information, compared with an evaluation of a low-tech prototype.

The second study revealed that constructive interaction provided the identification of more usability problems compared to think-aloud when the pair composition in constructive interaction is acquainted dyads.
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ABSTRACT

Fitts’ law is a very well known instrument in Human Computer Interaction. It allows designers to evaluate interfaces and input devices. Substantial research has been developed in this direction; however little has been done to use Fitts’ law to evaluate multimodal performance where sound has to be taken into account. The aim of this paper is to describe some unexplored directions in evaluating new kinds of interaction in interface design.

Categories and Subject Descriptors

H5.5 [sound and music computing]

General Terms

Fitts’ law, Psychoacoustics, multimodal interaction

1. INTRODUCTION

Sound started to find its place in the broad field of Human Computer Interaction in the last decade of twentieth century; it became very important then to find new auditory interfaces and displays.

This kind of studies involves a lot of different research domains which are finally communicating and working together: human performance, auditory perception and signal processing are all involved in this investigation area. In particular, our focus is on continuous human-machine interaction with multimodal feedback; in this perspective, Fitts’ law is a very open field: considerable work has been carried out in HCI on the Fitts’ law model but the literature on Fitts’ law with sound feedback and expressive gestural control appears to be very scarce.

This investigation is also suggested by the big role played by multi-modality and multi-sensory communication in the design of next generation interfaces: non-speech communication will play an important role inside the information stream established between machines and users.

2. ABOUT FITTS’ LAW: ORIGINS AND RECENT DEVELOPMENTS

The origins of the Fitts’ performance model, so useful in human-computer interaction, must be kept in mind when considering the Fitt’s law. The law takes its name from its author whose innovative idea, in 1954, was to apply information theory to human-motor systems. The model is based on time and distance. It enables the prediction of human movement and human motion based on rapid, aimed movement (i.e. not drawing or writing) like in the tapping experiment shown in fig.1.

Figure 1: The reciprocal tapping paradigm, the first experiment conducted by Fitts

An intuitive idea is that movement time is be affected by distance and by the precision required by the size of the target towards which one is moving.

Fitts discovered that movement time was a logarithmic function of distance when target size was held constant, and that movement time was also a logarithmic function of target size when distance was held constant. Mathematically, Fitts’ law is stated as follows:

\[ MT = a + blog_2(2A/W), \]

where:

- \( MT \) = movement time
- \( a, b \) = regression coefficients
- \( A \) = distance of movement from start to target center
1. \( W = \text{width of the target} \)

Here lies the innovative aspect of Fitts’ law: a quantitative way to measure the difficulty of a motor task becomes available through it and a “new” way to transmit information is implicitly described through the definition of a human channel. Fitts defined also some other indexes that show the analogy with the Shannon formulation:

1. \( ID = \log_2(2A/W) \), the index of difficulty
2. \( IP = ID/MT \), the index of performance, analogous to channel capacity \( C \).

In [16] there is a detailed analysis of all the variations on Fitts’ law, (i.e., Welford, MacKenzie formulation) derived from the need to correct the approximation by Fitts of the Shannon theorem, avoiding:

1. the theoretical problem of a negative rating for task difficulty,
2. the problem of the disproportion of the relative contribution of \( A \) and \( W \) in the prediction equation: similar changes in target amplitude and target width don’t affect similar but inverse changes in movement time, as suggested in the original Fitts formulation.

Skipping the detailed analysis of the data done by MacKenzie, we show here the derivation by direct analogy to the Shannon formula, which is also the most frequently used because it fits better with empirical data:

\[
MT = a + b \log_2(A/W + 1)
\]

3. **Fitts’ Law in Multi-Modal Interfaces**

Fitts’ law has had a strong development driven by HCI input devices. As a consequence, a great deal of investigation has been done, for instance, on the consideration of the target shape and dimension (improving the prediction power of the model by substituting the target width with a measure of subject response variability in two or three dimensions) or taking into account the approach angle to the target itself; many new suggestions have been developed along the years, trying to verify the power and extension of the Fitts’ model. Fitts’ law is in fact a predictive model widely usable in HCI which allows metrics of human performance to be determined analytically without undertaking time-consuming and resource-intensive experiments. In fact, extensive research work has been done using Fitts’ law to compare input device performance characteristics and extending the model to other situations/applications (like, for example, the dragging interaction).

In this context, we envision two possible avenues (among several others) to apply some of this previous research to a broadly intended field of sound:

1. considering the performer and his musical instrument, and
2. considering the auditory display in human-computer interaction design.

### 3.1 Fitts’ Law is Good for Sound

The above considerations are very close to a musical perspective: the performance of a musician is a particular cooperation and interaction between several muscles, and an analysis in a Fitts’ perspective could indeed be interesting. For instance, an analysis of the piano literature in terms of targets or in terms of Fitts’ law could lead to interesting developments.

This kind of musical task is very demanding even if is still a single-scale pointing control, and it suggests that the arm can be thought like a multiscale structure: it assigns precise small-scale movements to finger, which are naturally specialized for fine-grained actions, while larger-scale movements are left to arm joints (wrist, elbow, and shoulder), whose natural role is to produce wider motions of the hand. A similar, well-founded, observation was carried out in [15] where the authors report the results of a preliminary pointing experiment that shows that users can handle higher levels of task difficulty with two-scale rather than traditional one-scale pointing control. In this case, the most interesting element is the conclusion that the motor control system has a better resolution than the eye in human-manual tasks, and that vision is the limiting factor for tolerance.

Even if this kind of application will not appear to be too useful in a musical perspective, it can still show interesting paths to follow further. These considerations are strictly connected with the kind of gestural control which is very often involved in an audio interface. When performers are pointing a sounding-target the gesture control is previously determined and cannot be modified during the movement itself, for instance by augmenting the size of the target. Gestural expressiveness becomes a very important component of the movement and the same applies to the successful and accurate reaching of the target. Expanding targets seem to be useful if we think at movement in a discrete way: however, it appears that music and sound need continuous control, and furthermore the auditory channel performs a continuous feedback.

Continuous control can be analyzed applying the steering law, derived from the Fitts’ law [11, 2, 3, 4, 5, 6]: these authors show that trajectory-based interaction cannot be successfully modeled by the original formulation of the Fitts’ law, but nonetheless there are robust regularities in trajectory-based tasks. The authors found out that experiments like “steering through tunnels” are modeled by the steering law which can be very useful, for instance, in designing hierarchical menus, fig.2.

Devices can be evaluated performing this “new” kind of task, now used in HCI as often as target pointing. An interesting application of the steering law is in locomotion, particularly in driving: the results suggest to study this law for other applications, in the perspective of establishing what was found for hand movement for more complicated gestural
control too (for instance that implied by a musical instrument); thinking about a trombone or a violin, the kind of metaphors this law suggests are clear: there are path constraints, there is a gestural interaction involving the motor system and also there are time constraints.

3.2 Fitts’ law sounds good

In general, auditory display is effective and inexpensive for all aspects of interaction that are inherently temporal. This is another interesting perspective for our research about Fitts’ law and sound. Moreover, in the broad field of human-machine interaction researchers are continuously proposing new systems and paradigms, but a quantitative evaluation of the effectiveness of new interactions is often missing. In particular, multimodal communication via continuous interaction is still an area with many under-explored issues. Certainly, the designer would benefit from predictive models (similar to Fitts’ law) and guidelines to support and complement intuitions and aesthetic concerns. The literature which concerns directly Fitts’ law and sound modeling is scarce. However, some previous results exploring the auditory feedback instead of visual feedback in Fitts’ law are worth mentioning: [20, 11, 22]. In these works the auditory feedback proved to be useful as a navigation aid (in a timbre space navigation [20]) or for gestural control (in a mobile device [22]), or was even made to respond to a linear model instead of the Fitts’ model (in the non visual bullseye model [11]).

HCI knowledge can be used to consider new musical interfaces [20] which can make good use of different examples of auditory interfaces, for example earcons [7] and auditory icons [14]. Considering auditory icons, Gaver’s work [13] shows convincingly that informative sound feedback is possible and useful. It is also clear that, up to now, the majority of these applications offered just ancillary and poor sonic feedback, while an in depth study of the effectiveness of auditory display in conveying information about processes controlled by continuous interaction [22] is still missing. This kind of feedback is accomplished by what was called by Gaver [12] evolutionary objects, where variables controlling the properties of the sound are updated while the sound is playing: physics-based sound modeling can provide a good instrument for this kind of feedback. In particular, simple metaphors like the rolling ball in [23] can be used to provide feedback to simple gestural input devices; in the mentioned case study the control metaphor is that of a rectilinear track to balance a ball that rolls over it: it’s a simple metaphor which can applied in many different interaction contexts. It has been observed that the auditory feedback can provide in this case considerable information about the ball and the surface, something that pure visual feedback cannot provide. This form of auditory feedback stemming from physics-based modelling is inspired by the excellent control capabilities of music performers such as, for instance, violin players.

4. CONCLUSIONS

After novel expressivity paradigms and gesture analysis methods have been developed in an effort to map human gestures into quantitative scales (e.g. Fitts’ law, steering law, etc.), it has become crucial to deal with new, often specific sets of control parameters.

Also, the role of multi-modality and multi-sensory communication will play an important role inside the information stream established between machines and users [6, 9].

Furthermore, a sound modeling activity which does not take the display into account, starting from the early design steps, is prone to potential failure. This fact has become particularly evident recently, when a new generation of non-conventional audio appliances (ranging from small portable devices, such as the last-generation mobile phones and palmtops, to multiple-loudspeaker Hi-Fi systems for the home theater) has been made available to large parts of the population. Hence, the aspects of display that must be now taken into account during the development of a sound model have become manifold [10].

Techniques for the evaluation and validation of such interfaces must be further developed in the realm of sound quality research and in interfaces for content-addressable sound database search engines [21, 19, 23, 24].

In all these issues, Fitts’ law can provide considerable developments through many unexplored paths and the continuous human-artefact interaction appears to be a challenging task.
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ABSTRACT
Current research on usability evaluation has several limitations, including focusing on the evaluation outcome and on counting usability problems; a realistic understanding of how usability evaluation is used in practice has been largely ignored. We describe some of our recent work on addressing these limitations, including a diary study of evaluation processes, studying developers’ assessments of usability problems, and generating redesign suggestions instead of problems. In addition, we speculate on future research that aims to address the limitations.
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1. INTRODUCTION
Research in usability evaluation is in a peculiar situation. On the one hand, a substantial number of studies have compared evaluation techniques and developed new ones, for reviews see [2-4]. On the other hand, several authors have pointed to severe limitations of that work. Gray & Salzman [3], for example showed how an often-cited selection of comparisons of evaluation methods suffers from low validity. Problems were identified not only with the statistical tests and the conclusions passed on to practitioners and researchers, but also with the measures used in the comparison of methods. A study of usability evaluation in industry also found that different teams of evaluators identified different usability problems [12]. Recently, Dennis Wixon [14] made the case that comparisons of UEMs do not appreciate that the real goal of such methods is to impact design, not to generate problems. Thus, comparisons may miss to assess properly the practical utility of UEMs.

Recently, we have begun to address these limitations by moving beyond some of the common ways of doing usability research. These include (a) disregarding the evaluation process and focusing only on the outcome of the evaluation, typically on sets of problems; (b) ignore the practical taking up and use of the evaluation’s results in realistic system development contexts, and (b) counting usability problems, rather than investigating other outcomes of usability evaluation.

Below we describe studies that each moves beyond one of these common practices. In the final section we speculate on some possible research in which to further addressing the limitations of current usability research.

2. A DIARY STUDY OF EVALUATION PROCESSES
One way to study the evaluation process in more details is to have participants keep a diary. Diaries have previously been used to study the use of evaluation techniques [10,11]. In a recent paper [9] we described a study comparing two psychology-based inspection techniques, cognitive walkthrough and metaphors of human thinking (MOT). In comparison to the existing use of diaries, that study used diaries to compare evaluation techniques and combined diaries with quantitative measures of evaluation performance. In comparison to most of the existing literature in usability evaluation, the study not only focuses on the sets of problems that result from the evaluation, but also on the evaluation process.

Twenty participants evaluated web sites for e-commerce while keeping diaries of insights and problems experienced with the techniques. We will here only discuss the insight into the evaluation process that the analysis of the diaries gave.

Especially two findings are relevant to mention.

First, the diaries show that usability problems are found in a variety of ways, not just by using the techniques as prescribed. At least ten participants identify problems already before reading the description of the inspection technique, or while initially orienting themselves on and gaining an overview of the web site. One participant writes, during her first visit on the web site before starting the evaluation procedure:

Identification of immediate problems and some ideas for tasks. Especially the questionnaire [on the web site] is a disaster. The menu in the left side sometimes disappears. No systematic information on whether a word or a label is clickable…
That participant ends up reporting on her problem list three problems regarding the questionnaire. Even after finishing the evaluation procedure, some participants continue to identify problems.

Thus, participants seem to identify problems in many ways, not only through the techniques, reflecting large differences in individual working styles.

Second, during the course of the evaluation participants change their opinion on what they consider a usability problem, e.g. some participants change their opinion about problems when redesigning. One participant writes that

[I] have come to the conclusion that the buying procedure is really not so complicated that it will give errors for the user.

The same participant had on his problem list noted as a serious problem the cumbersome buying procedure. Conversely, at least five participants identify problems when redesigning, problems they had not previously been aware of, for example:

Looking at a screen dump makes me aware of new usability problems. What am I to do with problems I have just discovered?

These observations, and other from the paper [9], suggest that the process of usability evaluation are complex, somewhat disordered, and shaped to a high degree by participants’ personal working habits. These findings appear to challenge common assumptions of the evaluation process as an orderly progression of steps that reflect the technique being used.

3. DEVELOPERS’ ASSESSMENTS OF USABILITY PROBLEMS

In a couple of experiments, we have studied how developers assess usability problems. The main argument underlying these experiments is that developers’ assessments heavily influence if a problem is addressed. Developers have a vested interest in minimizing redesign in order to meet time and cost-constraints and thus may be inherently biased in their assessment of usability problems. In practice, however, these are the circumstances that determine which and how problems are addressed.

In one study [8], MOT was compared to heuristic evaluation (HE). An experiment was conducted in which 87 novices evaluated a large web application. Of particular interest here is that the key developer of the web application assess the problems uncovered by MOT as more severe on users and also appeared more complex to repair than the problems uncovered by HE. The key point here is that the developer’s assessment of usability problems helped identify differences between techniques; such differences could be relevant when selecting which technique to use.

In another study [7] we investigated how developers of a large web application assess output from usability evaluation. Problems and redesign proposals were generated by 43 evaluators using an inspection technique and think aloud testing. Of particular interest here is that developers’ assessments of problems and our subsequent interviews with them provided insights in some of the reasons for taking up or ignoring a problem. For example, developers expressed that those problems which could be fixed easily and quickly were of particular utility. One developer explained:

Typically if something can be easily and quickly fixed … that is a suggestion which requires four months of development is not as useful as some small suggestion, which corrects a small problem in 10 minutes, then I can correct it immediately

During all interviews, we asked developers if they could recall usability problems and redesign proposals. Usability problems were mostly remembered by developers as classes of problems, the particular instances was forgotten. One developer said that ‘yes, there are several of them [usability problems] that I can still remember’ and then—surprisingly—went on to expand on how specific redesign proposals on exploring similarities to standard search engines could be incorporated in the design. In contrast, all developers were able to describe in some detail redesign proposals which they had found interesting.

Another interesting finding was that developers find the problems identified to be mainly confirmations of issues they already know. In a comparative usability evaluation, Molich et al. [12] similarly found that only 4% of the problems identified were new to the usability team responsible for the system evaluated. One immediate reaction could be that this is not much. Yet, maybe we should be careful in concluding that developers get few new insights from usability evaluations. The developers in our study actually used the usability problems, and their thinking about the application seemed to have been influenced. Further, developers who for years have worked intensively with the application and its use context will not easily take up results of usability evaluations. On the contrary, changing their understanding is a process requiring time, during which new insights does not appear as something distinct and immediately clear. Rather, developers will experience nagging doubts, small changes in thinking, and challenges to their understanding. Studying how this develops over time would probably give a more valid picture of the impact of usability evaluations.

4. REDESIGN SUGGESTIONS AS SUPPLEMENTS TO PROBLEMS

Usability problems predicted by evaluation techniques are useful input to systems development; it is uncertain whether redesign proposals aimed at alleviating those problems are likewise useful. We have recently investigated this by having developers of a large web application assess usability problems and redesign proposals as input to their systems development [7]—the study also mentioned in Section 3.

Developers assessed redesign proposals to have higher utility in their work than usability problems. In interviews they explained how (a) redesign proposals help understand usability problems, i.e. redesigns contribute to characterizing and making more concrete the problems found, and illustrate why problems are important; and (b) redesign proposals are useful for inspiration and for seeking alternative solutions for problems that the development team has been struggling with. Point (b) is exemplified in the following quote from one of the developers:

in some situations you may do things one way or the other, and then you can just choose, i.e. whether some list should be alphabetical or just split up…in other situations, like the
three level hierarchical selection of job titles, no matter what we do we get into some complicated mess... so if one can find some way of making it more intuitive and usable than other ways, then we accept it eagerly, [because] we haven't quite figured out how to do it ourselves

The usability problems supported prioritizing ongoing development of the application and taking design decisions. One developer said that usability problems ... what one cares about is the extent of them, how many is saying that some thing is a problem and how many is saying that some other thing is a problem, that help me prioritize what I should focus on.

These comments do not mean, however, that developers did not appreciate usability problems, especially when they are well argued, clearly described, documented, and easy to fix. On the contrary, all developers wanted both problems and redesign proposals to form part of the input from usability evaluation to systems development.

5. FUTURE WORK
We are continuing to experiment with the problems and ideas introduced above. In addition, we wish to share a few further ideas for going beyond some of the limitations noted above.

The matching of usability problems underlies most usability research. Most usability problems are brief, often quite difficult to understand, and certainly incomplete in expressing the evaluators’ thoughts, a problem of understandability more generally discussed in e.g. [13]. Thus, matching of just such problems descriptions form an insecure foundation for usability research. One example of this is the study by Molich et al. [12], where problems founds by different professional teams are matched. Another example is studies of the so-called evaluator effect [5], i.e. the observation that evaluators typically find different usability problems. In both cases, it could be worthwhile to explore if this matching really is sound. This could be done, for example, by (a) involving evaluators more in the matching process. Hertzum et al. [6] finds an interesting difference between ‘objective matching’ of usability problems and the opinions of the usability specialist who had produced the problems; (b) include different representations in the matching, for example both usability problems and suggested redesigns, and (c) study how this matching goes on in practice, to see if what we think are similar or different problems function in the same way for development teams.

When one looks to the literature on usability evaluation in industry, the results are surprisingly meager. More studies of industrial systems development could help us understand (a) what output is useful from evaluation techniques, and (b) at which stages different evaluation techniques give the best results.

Finally, in-depth studies of evaluation processes seem to give interesting data on evaluation performance. Above we gave one example on diary studies. Another example of an in-depth approach that gave interesting data is Boren and Ramey’s [1] study of think aloud. They showed how practical think aloud studies are often far from the original content of the think aloud methodology.
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ABSTRACT
This paper presents the first results of a study on a usability evaluation for a Danish software development company. The use of the results from the usability evaluation is examined through interviews with two developers from the software company. It is through an interview with a project leader from the company found that the traditional usability report plays a very little role for the development team. Initial results suggest that textual feedback proves more valuable when accompanied with video and oral feedback.
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1. INTRODUCTION
It is a well-known problem in traditional software development that some systems fail to fulfill their goal or has serious limitations [1, 6]. The limitations include that the system does not adequately support the core tasks of the user and unsuitable designs of user interactions and interfaces [3]. These particular problems can be addressed by including usability evaluations as a part of the development.

The interplay between usability evaluation and design can be understood as depicted in figure 1. Two circles represent the design and the evaluation activities. A development team designs a part of the software, and the design is implemented to a product. This product is then usability evaluated by a usability team giving a set of usability results. These results are used to improve the quality of the design, and the circle starts again. The work in this paper seeks to examine the relationship between the usability evaluation and the development of the software. It examines the arrow called “evaluation results” in order to learn if the results are optimal for the development team.

Figure 1 – The interplay between iterative design and usability evaluation

The HCI-lab at Computer Science at Aalborg University has conducted several usability evaluations for companies that wanted to improve their products and make their software user-friendlier. The typical evaluation is conducted by using the think aloud protocol [4]. In such evaluation a set of users are invited into the HCI-Lab to evaluate the software. The user asked to speak out their thoughts while going through a series of assignments taking him through selected parts of the software. The user’s interaction and words are recorded on video for further analysis. Sometimes one or more developers from the software development company are invited to observe the evaluation. The end product of a usability evaluation by the think aloud protocol is a rapport. In that rapport is a summary of the usability issues identified along with a rating of the problems.

This paper follows up on a usability evaluation and examines how the result of the evaluation was used in the software development company. The software company’s name is kept anonymous.

2. METHOD
In the fall of 2003 a Danish software company had their software usability evaluated at HCI-lab at Aalborg University. The usability evaluation was conducted using the standard think aloud protocol, and two from the software development team were invited to observe the usability evaluation. They observed six sessions of usability evaluation with different users. After a formal analysis conducted by the usability team, a usability report was sent to the software development company. A few months afterwards the two participating developers were interviewed about how the usability evaluation was used by the software development team.
company. They were interviewed individually using a semi-structured interview [2], such that interviews could be compared while still having the option to follow and investigate an interesting line of topics. The interviews were focused on examining how the usability evaluation had influenced the development of the software, and how the usability report was used when the software company received it.

This paper presents the results of the analysis of the first interview. The interview was transcribed and analyzed using the Grounded Theory approach [5]. The interview contained a number of statements about how the usability evaluation had effected the development. Using grounded theory analysis a set of categories was found using. These categories where then merged into four general categories. The general categories are presented below

3. RESULTS OF THE INTERVIEW
The four overall categorizes outline the most important issues that emerged from the interview. Each of them describe different aspect of the usefulness of a usability evaluation, but they also present area where improvements can be done.

3.1 The effects of observing an evaluation
The developer that observed the usability evaluation found it to be a very honest experience. The honesty in the experiences consisted of the very powerful images of seeing a user using the software she had designed while being guided by a professional usability team. Seeing the user struggle with certain parts of the software made her realize the usability issues and at the same time get a feeling of how they could be solved. She did however notice that only the most severe issues was remembered later on, and the less critical issues where faster forgotten.

Another benefit observing an interview was that she could remember which part of the user interface that had critical usability issues and why. This meant that she could picture the user use the system when correcting the usability issues and could therefore do a better job on correcting them. Having seen the evaluation also meant that she could explain the usability issues to the development crew better because she did not need to rely solely on the text from the usability report. She could use her memory to remember the issues and therefore relate to them in a better way.

3.2 The immediate effect of the evaluation
The immediate result of the usability evaluation was that the observing developers went back to their company and created a list of the five to ten most severe usability issues based on their own experience. This list was then given to the development team and the issues were addressed in the software. Observing the evaluation therefore meant that the development team could initiate the redesign of the problematic areas the day after the evaluation based on their own observations.

The observing developers also saw that many problems were in the software’s dialog. They therefore decided to inform the development team and the local evaluation team to have special focus on this area when testing the software in the future. The project leader also decided that usability evaluations should be included when possible in future software development.

3.3 The use of the usability report
The formal result of the evaluation was the usability rapport. This was given to the company four weeks after the evaluation after a thorough analysis. The report included a number of usability issues and described where they were found along with a rating of their severity. The list was long including more than 50 issues of different severity.

The development team had not used the usability report to improve the software. The usability report was read and used mostly for future reference such that the developer knew what to avoid in future designs. The reason that the list was not gone through in any systematic manner was that the most important issues were already addressed at the time when the report arrived. The remainder of the problems was not addressed in the design for two reasons. When reading through the report the developer could recognize only the most important issues and she felt that the report sometimes described a problem without her knowing how to solve it. The usability report did however remind her of some of the problems she had forgotten while the design team only focused on the most critical issues.

3.4 Suggestions for improved feedback
When asked about the usefulness of the usability report, the developer told that it was a resource to avoid similar problems in future designs. The benefit of the report for what was the current design was limited, partially because of the way the feedback was given only in text describing problems and issues.

After having worked with a problem the developer felt unsure if the change she had in mind for the user interface would actually solve the usability issue. Because of that she suggested that the feedback was extended from only being text to also include verbal feedback. This verbal feedback should be in the form of counseling with the usability team after the development team had worked with the issues for some time. This counseling would have the two purposes. One would be of a creative kind, to help the development team to get ideas how to improve usability issues that the development team could not come up with a better solution for. The other purpose would be to go through changes in the user interface in order to evaluate if the changes had solved the problems – without having to go through a new usability evaluation first.

4. DISCUSSION
The result of the analysis of the first interview shows that it is of a great benefit for the development team to have someone observing the usability evaluation. This allows the observer to gain a better insight in the usability evaluation and the team has knowledge of the most important issues immediately, which means they can address the most important issues straight after evaluation. One could be concerned that they development team would focus on issues that were not analyzed yet, but the most critical issues where in this case easy to spot, and there was no doubt if they were worth redesigning or not.

It is worth considering if the usability would benefit even more from getting a copy of the raw videotapes straight after the usability evaluation. With such videotape the entire team would be able to get this very honest feeling it is to see their software in use and being evaluated. The videotape would also be a benefit when the development team received the formal feedback from
the usability team. They would then be able to browse through the videotape and see the issues mentioned in the usability report. The risk is however that the amount of videotape overwhelms the development team, because there is easy more than 5 hours of video for a standard evaluation. For that reason an edited tape might be of more help.

The development team used the actual usability report very little, that was partly because they had already addressed the most important issues. The five to ten most severe problems were addressed, but the list with issues was a lot longer than that. The development team may have felt overwhelmed by the list of issues, or they may now have had time or resources to address them. It was also mentioned that they sometimes not had a good idea how to improve the design to solve an issue. It was suggested that the feedback could be extended to also include a session where the development team could discuss possible improvements with the usability team. This would mean that the usability team would have to step out of the role as objective evaluators and into the role as consultants.

5. LIMITATIONS
The study is based on a single interview with a developer from one Danish company. To gain more certain knowledge further studies must be done including an analysis of the other developer, but also including other companies. Expanding the study will reveal if the identified issues are only related to the single company or if the issues influence development with usability evaluations in general.
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1. Introduction
HCI and usability professionals have described the value of usability in numerous interviews and popular articles and in a number of books. However, it appears that these efforts have not led to the desired result: It is still common that managers of software projects do not include any user studies, usability tests or evaluations when they plan a project. Therefore it is worth investigating what the actual problems are and how they can be solved.

2. Method
This paper is based on my own experiences from eleven years of work with interface design and usability in two large companies (1987-1992 and 1996-2002). My work included field studies, interface design, coaching of interface programmers and usability tests. I worked on interfaces for professional electronic equipment, mobile phones, large software systems and web-sites and web-based applications. I have worked on at least 27 different projects, and I have worked with 19 different organizational units (7 development groups, 3 marketing groups, 4 sales groups and 5 internal support groups). To support my memories about the projects I have used notes where I had listed projects I worked on and activities I had done in each project.

The method used in this paper is close to the ideal anthropological study where the researcher is a castaway (shipwrecked) in foreign culture, forced to learn about it in order to survive, and in such a position that his or her presence as an observer does not influence the events [3]. Compared to interviews and brief observations, this method gives an understanding of a foreign culture (in this case that of industrial software development) that is deeper and more diverse.

3. It was difficult to get interaction improvements implemented.
In both companies a substantial part of all projects were done without any planned or professional usability work. In more than one third of the projects where I did usability work, my work did not result in any perceptible improvements of the interaction. See table 1. This is a high failure rate; in particular when taking into account that most of my work consisted of using well-defined methods to produce information that was requested by managers of the organizational units.

4. The value of usability and HCI was in general accepted
My lack of impact was in spite of a general positive attitude towards usability. The first company had a culture with a strong customer- and user-focus. In the second company I gave lectures and briefings, and I felt my effort was supported. It appeared that most people, including managers and software developers, had

Table 1: Distribution of results of usability projects analyzed in this paper

<table>
<thead>
<tr>
<th></th>
<th>Dev (eng.) group</th>
<th>Marketing group</th>
<th>Sales group</th>
<th>Int. support group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very successful</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>implemented</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perceptible</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>improved</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>interaction</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>implemented</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None or only</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>insignificant</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>improvements</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>implemented</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Usability work</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>not completed</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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been annoyed by usability problems.

In both companies sales managers and product managers, a marketing function, had to keep institutional customers as satisfied as possible, which included that they had to solve or smooth out any usability problems reported by customers.

Software developers in both companies often wanted to discuss their own theories about what might cause usability problems, and they expressed an interest in usability that seemed related to the widespread and common fascination with psychology and human thinking. I did not experience the hostility against usability that is reported by Cooper [1].

5. Other factors are often more important than usability

I experienced three web projects with fixed completion dates and tight schedules, but with only very general requirements, and where the project plans did not include any studies of the users' needs or any usability tests. I later did usability tests on two of the developed web sites, when a number of users had complained that it was difficult to use them (and my tests revealed significant problems).

However, from an organizational point of view the priorities made sense. If the management had opened for discussions and not set a fixed completion date, the projects might have dragged on for a long period and possibly never been completed. The project group knew at the same time that they only would get the assignment, if they agreed to a tight time schedule. If you believe that almost anything is better than nothing, it makes sense not to spend time on usability work.

I worked on a number of version 1 projects: Projects to develop software with new and valuable functionality that was not available from any competitors. In such cases the highest priority was to get a software without technical problems out as fast as possible. It is known in marketing and sales that customers will buy such software because they need the functions, almost no matter how bad the usability is.

I experienced in both companies how a core concept in product planning was the product life cycle [2] and the so-called window of opportunity: The time from you launch a product until you must cancel it, because it cannot compete with new and better products. The return on the money invested in the development depends on the length of the window, such that managers must avoid any usability work that may delay the release of a product.

I saw a number of cases where customers focused more on price or style than on usability. In two cases customers even preferred less usable but more stylish versions of a product. More usable products had probably resulted in lower sales.

I found that usability was considered important for the success of a product, when:

- The product was bought by organizational customers who demanded a certain level of usability. Such customers could demand modifications or threaten with legal action if they found that the usability was unsatisfactory.
- There were a number of competing products that offered the same functionality, and there was a public discussion of the usefulness of different products. I experienced that was the case for mobile phones (as it is for professional digital cameras and for software for web or graphical design).

Even though a higher level of usability may be valuable for the society in general, it is sometimes more advantageous for the developing organization to get something out fast; in some cases an increased focus on usability may even reduce the sales and the company’s profits.

6. It is organizationally difficult to implement suggested improvements

I was surprised and frustrated by the many cases where I did usability tests or studies, and where almost none of the identified improvements were implemented.

In a number of cases, improvements to the interface required changes to the requirements that already were agreed with the customer, which meant that an implementation of the improvements required a new negotiation of the contract. That was difficult and increased the uncertainty of the project, so both project management and customers wanted to avoid it.

I was sometimes asked to test an interface that was under development. However, it is only possible to test an interface when the development of it is almost finished, and at that point there was only time to make minimal changes, for instance to change the wording of a text that users did not understand.

A similar problem occurred in some cases when I was asked to do a usability test when a project was finished. The project group agreed that the results seemed reasonable and that some changes should be done to the interface. However, it was not possible to get funding for a second project, which should correct the errors made in the first one.

All software projects I experienced was based on a platform or basic application, they were not developed from scratch. The selection of a platform was a high-level decision, it appeared to be based on an evaluation of the company who delivered it, the price of the software license, and the technical functionality offered. I did not observe any cases where possible usability problems were evaluated before a platform was selected, and even if there was a realistic choice between two or more platforms, it is likely that each came with a number of built-in usability problems.

Often problems identified in a usability test could only be fully solved by making changes in the platform or basic application. Even if it was possible to suggest such changes, and even if the suggestions were accepted, they could not be implemented before the project was finished and the result released.

Ironically, I have several times met usability professionals who worked on platform or basic application software, and who complained that it was almost impossible for them to do user studies, because their company had no direct contact with end-customers or end-users.

7. The position in the organization is crucial

When I analyze my results, it is clear that my success rate was strongly influenced by where I was situated in the organization. See table 1. I will therefore describe the advantages and disadvantages of being situated at different positions.
7.1 A separate usability unit is isolated.
In a period of almost three years I worked in an internal consultancy department in the second company; in essence I ran my own dedicated usability group. I experienced that such an organizational position made usability work more difficult:

- In a cost-center structure, which today is common in companies, usability work done by a separate department is a visible and additional cost for the group who requests it. This makes it more difficult to initiate new usability projects.
- It is difficult to get information about new projects. I spend a substantial amount of time trying to trace down coming projects, and in spite of that I frequently only got involved after the point where my results had been most valuable. However, I found that a separate usability department or group is necessary when the organization consists of a number of small product groups. It is then not feasible for each group to employ their own usability specialist.

7.2 It is difficult to get improvements implemented in a development group
My experience is that the methods and priorities of software development make it difficult to do usability work as part of a development group.

I observed how industrial software development is focused on delivering software that fulfills a set of defined goals before a specific time and below a certain cost. This means that any sensible project manager will try to reduce the complexity and uncertainty and thereby the risk of not meeting the goals. In contrast, user studies or usability tests introduce new information, which in itself increases the complexity of the software development; it suggests that some of the design goals shall be changed and may even suggest that some completed work is modified, increasing the uncertainty and risk of the software development.

As described earlier, the situation is even more difficult, when the proposed changes only can be done after negotiations with the customer and changes to the agreed requirements.

The consequences were that my work in development departments in general only resulted in minor improvements. In particular it was never possible to change the structure of an application, even when it was well documented that the structure created usability problems.

In contrast, I found it very valuable when interface programmers wanted an informal review of their ongoing work. We would then discuss possible problems in the interaction in details, and I observed how a number of possible usability problems could be identified and solved during the design process.

7.3 Marketing and usability speak the same language
When I started working with usability and interface design in the first company it was as product manager in a marketing department. In the second company I did some of my most valuable work in or together with marketing departments.

I found that doing usability work in a marketing department offered several advantages:

- I was part of the group that made the decisions. I found that the easiest and most effective way of ensuring a sufficient level of usability was to get it defined as precisely as possible in the requirements for a new product (including how the level of usability should be tested).
- There was enough time to do usability work. It was possible to do a usability test of the last version of a product and to discuss what should be changed in the next one, and it was possible to do user studies as an ongoing process without being restricted by the schedules of different development projects. That was in particular necessary when the software consisted of components that were developed partly in parallel and combined in different ways to products, which were launched at brief intervals.
- Whereas computer science has a mathematical and technical background, both marketing and usability have adapted methods from psychology and anthropology; both use personas, scenarios, prototypes and interviews. I found it easy to discuss with marketing people, and I found that our work fitted well together. (The main difference was that I focused more on ease of use, whereas they focused more on the user experience.)

However, I found that it was essential that software designers, hardware designers and other relevant developers participated in the group that defined new products. They often had a detailed knowledge about earlier products, and without them it was not possible to take all technical limitations into account.

I also found that it was important that there was an ongoing informal dialogue between marketing and usability people and the individual developers. Without such a contact details were often misunderstood or implemented in a less than optimal manner.

7.4 Sales groups focus on users
As earlier described, design details were often described in a requirement specification that was agreed with the customer. At one time I discussed with a sales group whether it was possible to do user studies before a proposal was made to a customer. They agreed that it was highly advantageous to know the needs and possible situations of use before a proposal or an agreement was made, but were hesitant because user studies at that stage might create legal problems in relation to the current rules for bids and proposals.

It was the task of a sales group to ensure a successful delivery to the customer. The sales group ran a delivery project, which might include training of customer staff, installation, configuration of each system, production of manuals and user guides and necessary technical support.

Each delivery project had its own budget; it was a profit as well as a cost-center, which made it easier to get money allocated to usability work.

I found that it was possible to improve the usability substantially during several delivery projects. Even when it only was possible to make minor changes to the interface, it was possible to make it easier for users to cope with it.
7.5 Internal support groups can be pressured
My analysis shows that the work I did for internal support groups was fairly successful:
- I was mostly asked to do usability work when a group felt they had a problem and that some changes had to be done.
- Users who complained were often supported by their managers and even by the top management. Even though they were forced to use the corporate systems, they had a certain amount of power.

8. The choice of methods does not influence the number of implemented improvements
When I started to write this article I thought about the occasions where I had discussed with a project manager whether a particular change should be made or whether a particular problem should be regarded as a minor or a major error. In such situations I frequently felt that I needed better arguments and more theories that I could use to substantiate my views. However, when I went through the 27 projects analyzed in this paper, I found that that there was no relation between the quality of my arguments and how well they were accepted. In fact, the two situations where I was unable to finish my usability work were among those where I had the strongest arguments.

When managers or members in a project group thought it was possible to implement my results, they would accept them almost immediately and only discuss details. They would not discuss the methods, theories or observations my results were based on.

One reason was that my suggestions often were seen as common sense. I found that usability problems often appear to be obvious when someone has pointed them out. When I described how a menu-text could be misunderstood, it was rarely discussed whether it would be misunderstood.

In some cases where it was difficult to implement changes managers would also accept my results immediately, but the changes would not be implemented.

It was only in some of the cases with serious problems that it was almost impossible to solve, that managers and project managers asked in details about the methods and theories I had used to reach my results. In such cases I could not succeed, no matter how good my arguments were. The persons I discussed with were searching for something they could use to reject my results.

9. Discussion and conclusion
This paper is based on what I remember (with support from my notes). The projects were done at different times, they included different activities and were done in different organizational units, which make it easy for me to distinguish them. Daniel L. Shachter describes how the general outline or meaning of events tend to be remembered [4], such that my memory about the discussions in and relative success of each project should be fairly precise (even though I cannot remember all usability problems encountered in each project).

The usability work described in this paper was done in two leading software companies, and my own qualifications for doing it was above average. It is likely that other usability practitioners find it more difficult to influence software development and the design of interfaces.

The problems I encountered were in spite of a widespread interest in and acceptance of usability. It is therefore unlikely that a general promotion of usability will lead to a higher proportion of projects where usability work influences the design of interfaces.

It appears that better usability methods do not give usability practitioners more influence. (Even though the introduction of better methods can improve the value of the changes they suggest.)

I found that decision-makers that refused to implement the results of usability work in their interfaces in general had reasons that were rational and sensible considering the actual situation and their role in the organization.

Usability is only one of a number of aspects of a product, and often it is not the most important. It is even likely that some companies do usability work not because it can be justified by its value for the company, but because it is regarded as fashionable or good practice.

The goal of a development group is to deliver a product that fulfils a set of defined goals within a certain time and below certain costs. Usability work is then often seen as something that may delay the project and increase the complexity and risk of the project. In contrast, usability work done in parallel with contract negotiations in a sales organization or during the product planning in a marketing organization, can ensure that the goals of the project fits the needs of the users.

It is today common that software or web companies create new products by combining different components that are developed in parallel and more or less continuously. It is then not feasible to do usability work as an integrated part of different development projects: It must be done as a continuous process in close collaboration with marketing.

My experiences suggest that there are two ways in which usability practitioners can achieve more influence:
- Realize that usability work in some cases cannot add substantial value, and avoid spending any effort on them.
- Learn about marketing and organization and get into a position where it is possible to influence the planning of new products at as early a stage as possible.
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ABSTRACT

In this paper we present the eCell; a temporary collaborative learning environment designed for the elementary school. The eCell incorporates a spatial as well as an IT design dimension supporting pupils engaged in project work. The eCell may be situated in the corridors, libraries or in other shared spaces of school environments.

Categories and Subject Descriptors
K.3.1, K.3.m [Computing Milieux]: Computer Uses in Education.

General Terms
Design, Experimentation.

Keywords
Project work, collaborative environments, IT supported education.

1. INTRODUCTION

The Danish elementary school system is changing as new educational visions are gaining ground and shaping pedagogical strategies and practice. There is a general movement within the educational practice of the elementary schools towards interdisciplinary project work where the pupils collaborate in groups. The project work aims at creating involvement and relevance in relation to the surrounding environment drawing on resources from society as well as school facilities. Moreover the project work form is characterized by reaching beyond the traditional boundaries of the classroom calling for a more flexible use of the school’s physical space and resources. The pupils move between different locations, e.g. classroom, library, hallway etc., utilizing available resources and transporting materials across locations.

In order to support the collaboration of the project group new concepts of utilizing the physical spaces of the school are needed. The project work form calls for flexible spatial arrangements that support the possibility of forming temporary collaborative environments. Moreover the movement towards integrating technology in educational practice emphasizes the need for environments that support collaboration on digital materials that transcend the practice of pupils sitting in front of a traditional PC.

In this paper we present the eCell. The eCell is a temporary, collaborative learning environment where pupils are able to work with digital as well as physical materials. The eCell concept incorporates a spatial as well as an IT design-dimension. The eCell concept is part of the iSchool project within Centre for Interactive Spaces, ISIS Katrinebjerg; an interdisciplinary research centre bringing together architecture, engineering, and computer science with the research mission to create new concepts for future interactive spaces.

2. eCell

The eCell design consists of a private inner display and a public outer display. These displays combine to create a working environment for groups of pupils. The inner display is a pressure-sensitive large screen connected to an ordinary computer. The outer display consists of a projection on a large semi-transparent surface.

The group occupying the eCell may work on projects or presentations on the private inner display. On the outer display the group may present their work as it progresses or information about them selves or their project. The outer display is represented on the inner display allowing the pupils to drag pictures or other material to the outer display. The material on the outer display may be organized as a slide show or as a collage. The activity of the group in the eCell is made visible for people passing by. Thus the eCell combines a private working environment for the groups with a public medium that communicates activities or inspirational material back to the surrounding school.
When the eCell is not used by a group of pupils the outer screen may be used as a message board or as a surface where passing pupils can display pictures.

The eCell may utilize some of the areas of the school not being used today e.g. the corridors can be turned into several temporary project rooms where pupils can work with projects and presentations.

Moreover, the perspective of the eCell is to embrace school spaces as an integrated part of the learning environment. Through their project work the pupils gather and produce materials e.g. pictures, text or links to websites. The inner display of the eCell supports the pupils in producing and processing these materials. The outer display may be said to allow the pupils to give material back to the environment i.e. the school surroundings. The prospect is to create a learning space where the activities and cultural materials of the pupils become a visible and active part of the school environment. Teachers as well as other pupils may be inspired form the ongoing activities in the eCell and contribute to a more vibrant educational environment where material and traces of past activities are shared across different class levels.

3. RELATED WORK

Computer supported collaborative learning within educational environments is treated by numerous research communities such as the well established CSCW and CSCL environments. The Classroom 2000 [1] is a prototype classroom environment with special focus on the development of a software infrastructure to seamlessly capture much of the rich interaction that occurs in a typical university lecture. The CSILE research project [4], (Computer Supported Intentional Learning Environments) is an educational knowledge media system that functions as a "collaborative learning environment" and a communal database, with both text and graphics capabilities. This networked multimedia environment lets pupils generate "nodes," containing an idea or piece of information relevant to the topic under study. Nodes are available for other pupils to comment upon, leading to dialogues and an accumulation of knowledge. These projects both work with ubiquitous computing as ways of supporting education and learning, however they do not include the physical space as a factor IT supported learning.

In other pedagogically driven research projects, deployment of smart technology in Classrooms is conducted for further study e.g. [2]. These studies, however leaves out the pedagogical tradition of extra-mural learning (excursions, visits, interviews) and the innovative educational possibilities of digital media and ICTs.

4. CONCLUSION

The eCell is an example of technology that takes advantage of the unused spaces and turns them into a facility for group work. Furthermore, the eCell leaves traces of the ongoing and previous activities and consequently augments the room and gives something back to the physical environment it is placed in. Many attempts have been made to introduce IT into elementary school to support them as learning environments. The majority, however, are concerned with developing software for learning environment or the pedagogical ideals, and they do not take into account how the physical environment can and should be utilized.

5. FUTURE WORK

Several aspects of the eCell are currently being developed. In the first version, the inner display consisted of a large touch-sensitive screen attached to a traditional PC running Windows XP. This solution provided the pupils with the possibility of using most of the applications that they were used to. This platform is however inherently designed for single user interaction and is not the ideal tool for the collaborative setting. We are currently working on systems that will support multi user interaction making it possible for the entire groups to actively participate in the activities in the eCell. Concurrently with the development of this technology, we face the challenge of developing software that supports the collaborative aspect of the eCell environment.

Regarding the spatial design of the eCell crucial safety issues have emerged. One of the perspectives of the eCell is to utilize some of the otherwise unused areas of the school corridors. The fire authorities have relatively strict regulations regarding installations and objects that may hinder free passage through the corridors in the event of a fire. In accordance with this, the outer display of the eCell needs to be retractable in order to ensure free passage. We are currently working on a mechanical solution where the outer display may be retracted towards the ceiling when the eCell is not in use.
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ABSTRACT
In this paper problems occurring in the interaction between a commercial Personal Digital Assistant (PDA) and individuals with acquired brain injury are addressed. Reduced long term memory, reduced attention span, and reduced executive functions are related to particular types of errors committed in an experiment by the brain injured users and some ideas for preventing these errors are presented. These ideas could be a field of future research.

1. INTRODUCTION
Individuals with acquired brain injury often experience increased difficulty with cognitive processes. For that reason they might find some relief in the use of cognitive artifacts such as various technological devices; they can use them as a sort of ‘cognitive prostheses’ [3]. When working within the field of assistive technology the importance of good design and usability becomes evident considering the users’ vulnerability and special demands. In this study we have evaluated the usability and design of one such ‘cognitive prosthesis’: The use of the PDA ‘Palm, Tungsten E’ as a prosthesis for reduced long-term memory, reduced attention span, and/or reduced executive functions.

Most of the research on this area has concentrated on the advantages of various devices to this type of patients. And most studies do get good results applying technology onto this area of use. However, our intention was to uncover some of the use related problems arising from combining a commercial interface and people with acquired brain injury.

Our study is a collaboration with “Center for Hjerneskade, Amager”, where we had the opportunity to test and evaluate a number of persons with brain injury learning to use PDAs to compensate for various deficits. Data were collected through interviews, a case study and an experiment designed to test their skills at using the PDA’s most common programs and functions. The amount of data is too large to be presented in this paper; therefore we have singled out three examples from the experiment that we find representative of both the patients’ deficits and the main issues involved in the interaction between people with brain injury and PDAs.

The three deficits on which we will focus are: reduced attention span (working memory), reduced long-term memory and reduced executive functions. These three cognitive functions contribute to the process of “prospective memory”, also known as “the realization of delayed intentions” [1]. In other words, prospective memory is the ability to remember to carry out intended actions, remembering to remember [2; 5]. Since the process of prospective memory relies on a number of cognitive functions, it is amongst the most vulnerable and studies show that persons with acquired brain injury have reduced prospective memory as one of their most common complaints [6]. PDAs are obvious prostheses for reduced prospective memory; they will help the patient retain information and intentions over a period of time and an alarm will help the patient know when the time has come to carry out the intention. However, sometimes the very skill needed to operate the PDA is exactly the skill the patient is lacking. Wilson [9] has described this dilemma in the following way: “The people who need memory aids the most have the greatest difficulty in using them.”

2. PROBLEMS OF INTERACTION
In the experiment patients were asked to complete a total number of seven assignments. Each assignment consisted of entering a piece of information into the PDA (e.g. an appointment, a task, setting an alarm etc.). The mistakes made when entering this information were classified into three groups (table 1):

- **Omission**: Assignment not completed, nothing to be found in the PDA.
- **Errorful input**: Assignment completed in the wrong way, errorful information to be found in the PDA.
- **Substitute action**: Assignment solved in an alternate way than indicated in the instruction, the right information to be found in the PDA, but in the wrong place.

![Table 1: Distribution of errors](image)

2.1 Reduced Long-term Memory
The characteristic type of mistake for patients with reduced long-term memory is omission. When the person cannot retain information from one session of use to the next, the PDA will appear unfamiliar on each encounter and the person will remain a novice user. Functions in the PDA that cannot be solved simply by logic approach, but depends on the user’s...
previous experience, become difficult to solve. The patient 'O.I.', who through psychological testing has been diagnosed with severely damaged long-term memory, is after six sessions of tutoring incapable of solving any of the seven assignments correctly. Omission accounts for five of the seven mistakes. Being a novice appears to be incompatible with operating the PDA, but at the same time it is impossible for the patient ever to gain expert status (figure 1).

2.2 Reduced Attention Span
The performance of patients with a reduced attention span (working memory) is characterized by ‘errorful input’. With a reduced attention span it is difficult for a person to remember information throughout a sequence of actions and hence information can be lost or mistaken. This type of error dominates the performance of ‘A.N’. Despite the fact that she is rather good at operating the different programs and functions included in the test, she does seem to lose herself in some sequences, resulting in entries of errorful information. ‘A.N.’ has been diagnosed with a reduced attention span and for that reason especially the complex assignments evoke ‘errorful input’. E.g. when being assigned to use a repeat option on an appointment she is capable of performing all the right steps, but ends up getting the appointment started one month too early. This could be because the repeat option is quite complex: the action sequence consists of 11 steps involving four different windows.

2.3 Reduced executive functions
‘Substitute action’ is when the assignment has been solved, but unintended programs or functions have been used instead of the ones indicated in the instructions. ‘L.M.’ makes particularly many ‘substitute actions’. For instance: He enters a reoccurring event at the appointed date for each week instead of using the ‘repeat’ function in the PDA. In another assignment ‘L.M.’ enters a new task when asked to attach a note to an existing appointment in the calendar. Furthermore he is by far the slowest at completing the assignments, using close to twice the average amount of time. The psychological testing shows that L.M. has severely reduced executive functions. Executive functions are what allow us to form a plan and ‘execute’ it as intended. It can also be described as a problem solving skill. When brain injury reduces the executive functions the patient will experience difficulty in forming a plan or strategy and especially shifting between two strategies can be a challenge. The extensive amount of substitute actions as well as time used by ‘L.M.’ might be due to executive problems. It causes him great effort to form a plan when it implies having to choose among a number of functions and programs.

3. POSSIBLE IMPROVEMENTS OF PDA
To include patients with acquired brain injury in the group of potential users of a PDA it is necessary to rethink interface and software. Measures need to be taken in order to support the three kinds of deficits discussed above: reduced long term memory, reduced attention span, and reduced executive functions. One way to support this group of users is to help them benefit from their remaining resources. People with reduced long-term memory would benefit from an interface which increases the possibility to rely on their problem solving skills (executive functions). In this way they could approach the PDA with logic instead of repeatedly failing to retrieve specific details about use from memory. Another way of making the PDA more accessible to the group is to follow general design principles as they are known from non-assistive technology (i.e. Shneidermans eight golden rules of interface design [8]). For instance shorter action sequences are advisable in order to relieve working memory: “Tasks should be arranged such that completion occurs with few actions, minimizing the chance of forgetting to perform a step.” [8]
Also information relevant to the user should be kept visible at all times during his steps of action and thereby constitute an external information store. This would help the user orient himself with respect to both entered information as well as available software functions. Inglis et al. [4] pinpoint that one should always pursue that “[...] the most important elements of the system are visible at all times […]”, even if this should reduce function. These suggestions could be accommodated by giving the interface a large surface structure rather than the current tree structure. In order to increase usability for a patient with reduced executive functions the question of how to reduce confusion needs to be addressed. Simplicity in the design is a possibility. This would mean removing redundant options and hence minimizing the time consuming process it is for such a user to operate the calendar. In the PDA used in this particular experiment redundancy has been found on many levels, e.g. overlapping programs, functions and buttons.
A starting point in the remaking of a PDA interface design and software development could be to discuss which metaphor to implement in the design. In order to help users with reduced

![Figure 1. A normal person uses memory to advance from novice to expert. Since a person with memory problems cannot do so, he remains a novice user.](image)
executive functions we would suggest to maintain a very high
degree of consistency and simplicity in the design; something
which can be achieved by choosing one single design metaphor
and sticking to it. The PDA-program most commonly used by
the patients is the calendar program. Certain aspects of it draw
heavily on the metaphor of a real paper calendar. However,
some aspects remain that rely on a computer metaphor. There
are certain advantages of choosing the calendar metaphor. For
one it uses a surface structure as opposed to a computer
metaphor that relies on a tree structure (cf. computer programs
using menus). Therefore a calendar metaphor would be of great
help to users with a limited attention span. Secondly a calendar
metaphor would be familiar to most potential users, not
excluding people without computer experience. Thereby it
might possibly solve some learnability problems connected
especially to users with reduced long term memory.

4. FUTURE RESEARCH
In this study we have tried to pinpoint some of the areas that
might influence on the performance of a person with acquired
brain injury when using a PDA as a ‘cognitive prosthesis’.
However, it is necessary to research each of these areas
separately to find out if they really do affect the user in any
way. Some of the possible future research projects could
include
- Surface structure vs. tree structure
- Calendar metaphor vs. computer metaphor
- Few programs/functions vs. many
  programs/functions (redundancy vs. more options)
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ABSTRACT
This paper describes a framework (under progress) for designing tangible interaction for collaborative use. Four design aspects/themes should be carefully exploited, if one wants to design a tangible interaction system intended for collaborative use: space and spaciality, tangible manipulation, embodied facilitation and representations and their expressiveness.
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1. INTRODUCTION
Tangible User Interfaces (short: TUIs) have become a hot topic in HCI. Until quite recently research was mostly technology-driven, focusing on the development of new systems. A change in focus can be detected from the special issue of Personal & Ubiquitous Computing on “tangible interfaces in perspective”. Yet there still is a lack of theory, why “tangible interaction” works and what exactly is important to it [5]. And although cooperation support might be the most important generic feature offered by TUIs, this issue has attracted even less attention. Often people seem to assume that cooperation-specific advantages of physical environments are simply inherited by tangible interfaces. But a union of advantages from physical and digital worlds does not come automatically. We should know which properties of physical environments to maintain or explicitly exploit. Otherwise we risk destroying the resources relied upon in collaboration and diminishing positive effects of co-presence of human actors.

In my PhD thesis [10] I assembled findings from CSCW, work studies, communication research and design disciplines regarding social effects of physical, manipulable 3D media, identifying several lines of reasoning arguing for positive effects of TUIs on collaboration. Part of this project have also been empirical studies of cooperative situations supported by tangible media and a redesign study of a TUI. Ongoing work consists of distilling a design framework from the thesis results while broadening its scope to tangible interaction. This framework is introduced in the remainder of this paper.

Tangible interaction encompasses a much broader scope of systems or interfaces, which are not restricted to controlling digital data via manipulation of tangible objects (one can control real devices as well) and to the placement and relocation of tokens, what has been criticized as an imitation of interaction methods from the screen and neglecting the richness of embodied action [2, 4]. Therefore it seemed productive to address this larger design space, which also yields a higher number of systems to consider, leaving the somewhat artificial confines of any definition of TUIs behind.

1.1 Designing for collaboration
Some argumentation may be necessary about why to consider collaborative use. Many researchers agree that TUIs are especially suited to support collocated collaboration and report productive, enjoyable group processes. The number of TUI-systems aimed at collaborative scenarios – often design or group learning situations – documents this belief. Research is also acknowledging that social interaction is an inherent and important part of everyday life and of getting work done. E.g. museum visitors often come in groups and group interaction (also with strangers) plays an important role in the visit experience [3,8]. In work situations implicit communication and coordination, both co-present and distributed in time and space, can be found even in at first sight seemingly individual work.

Designing FOR cooperation is analogue with the understanding within interaction design that one cannot design an experience, only for it – one can create opportunities for experience. Similarly we cannot force people to cooperate, but we can induce it and create a „force field“ encouraging collaboration. The framework presented here aims to help in creating such „force fields“ by offering “design sensitivities” [3] and some (soft) guidelines.
1.2 Tangible Interaction

Albeit refraining from a strict definition, we do need some shared understanding of what is meant with tangible interaction. In literature one can find different characterizations of tangible interfaces and of tangible interaction in the broader sense:

- Physical representation & manipulation of digital data [14], respectively interactive couplings of representational physical artefacts with computationally mediated digital information [9]
- Input by physical manipulation with hands, this being sensed, followed by system feedback. The more embodiment (spatial ties of in/output) and metaphor used in shape or movement, the more tangible [7]
- Bodily interaction with physical (graspable) objects [4]
- A combination of real space and real objects with virtual displays ([11] on Interactivating Space)
- Interactive systems, physically embedded within real spaces, which offer opportunities for interacting with tangible devices, and so trigger display of digital content or reactive behaviors ([3] on interactive spaces)

These do match nicely with my framework, although the frameworks aspects were originally developed in a different way (combining results from literature analysis, theory review and own empirical work).

2. THE FRAMEWORK

2.1 The four aspects / themes

Tangible Interaction Systems for collaborative use should carefully exploit

- Tangible Manipulation
- Space and Spatiality
- Embodied Facilitation
- Representations and their Expressiveness

These aspects each again consist of three to four more specific aspects. These aspects lead to a varying number of concrete guidelines. Within the scope of this paper, only a selection can be presented. First I will explain the four themes. References to the characterizations of tangible interaction are written in italics.

2.1.1 Tangible Manipulation

Tangible interaction is bodily interaction with physical (tangible) objects/devices. Input is done by physical manipulation.

This is more than using only physical props within Virtual Reality worlds or using mouse & keyboard. It is also more than simulated haptic feedback. Tangible interaction is direct manipulation of physical objects. These physical objects ARE the interface (and not just an intermediary tool) and ARE interaction objects.

In addition tangible interaction is about the kind of action and interaction taking place – it is bodily interaction, using the hands in varied ways and often interacting with the entire body - and also on the reaction of the objects.

2.1.2 Space and Spatiality

Real space is 3D. It is inhabited, lived space (not abstract coordinates). Phenomenology talks of situated space, which receives orientation from an embodied here. “Situated space” further means that every room is marked by its atmosphere, the previous usage experience and its surrounding context. Situated space resembles the notion of places [3].

“People and physical space are made of the same stuff, but people and virtual space are not” [13, p.308]. Humans are spatial beings. Our perception is tightly coupled with action and movement. The body is a reference point for perception and thinking.

Space also offers a multitude of qualities or resources, like distance between objects, size, closure and openness, the ability to be filled with material entities, allowing movement and so on.

2.1.3 Embodied Facilitation

The space of the system is both a literal one (tangible interaction systems being physically embedded in real space) and metaphorical (the system space). Both are spaces for interacting in, allowing some movements and prohibiting or hindering others.

We can interpret systems as spaces or structures to act and move in, thereby determining usage options and behavior patterns. They enforce social structures and direct user behavior.

Sometimes we stumble upon unintended side effects of design regarding social interaction, e.g. not sharing information, reduced awareness etc. This theme proposes to utilize these phenomena by intent. One can learn from didactics and facilitation methods how structure, both physical and procedural, can be shaped to support and direct group processes. This starts with arrangement of rooms and seating, provision of work materials, and goes on to deliberate adoption of game-like interaction rules. Both interaction design and didactics/facilitation can be interpreted as designing spaces for interaction and experience [12].

With Tangible Interaction Systems structure is not only in software, but also physical. They can truly embody facilitation methods. The way we can read and interact with representations is part of this structure.
2.1.4 Representations and their Expressiveness
Tangible Interaction is about physical representation of data. Tangible objects stand in for - respectively represent - digital functions and data, or they represent other physical objects (and interact with them), or they simply stand in for themselves (with tangible appliances this can be the case). Often there are hybrid ensembles (or collections) of physical and digital (but perceptible) objects, each with different (representational) qualities.

Representations communicate to us; they have expression. In interaction we „read“ and interpret representations. In interaction we act on, modify and create representations, permanent and fluent ones.

3. Selected Sub-Themes
Figure 1 shows the complete framework with the subthemes. Within this paper and due to the work in progress nature of the framework only a few themes and resulting guidelines can be presented in detail. I chose giving different details on these, with some only presenting the subtheme and giving the guidelines, and explaining a selected few with short examples.

3.1 Tangible Manipulation: Haptic Direct Manipulation
Guidelines around haptic direct manipulation suggest to
- Allow users to grab, feel & move the “most important stuff”
- Make tangible interaction the dominant mode of interaction
- Be pragmatic, usability goes first (no dogmatism about haptic directness)

3.2 Tangible Manipulation: Lightweight interaction
Lightweight interaction means to allow “conversation with the material”. Users should be able to express and to test e.g. design ideas quickly, without cognitive overhead. This encourages participation and gives everyone similar chances. Guidelines supporting this are:
- Give constant, legible feedback
- Allow small iterative steps

3.3 Space and Spatiality: Embodied Space
We encounter objects and people in space. They have material presence (and demand our attention) - we meet them face to face, feel their aura and resonate with them [15]. Concrete space is always situated: we experience and create places [3]. This implies multisensory experiences, also in the embodied sense that space always surrounds us. Social effects of sharing space are intimacy, social nearness and a higher tendency to cooperate. Being in the same place is a reciprocal situation where seeing implies being seen. This creates both vulnerability and trust [15].

Guidelines around the theme of embodied space suggest to
- Enable co-presence of people & objects
- Exploit the relation of the human body to space (embeddedness, distance, left-right back-forth, big-small, enclosed-open)
- Turn space into places

3.4 Space and Spatiality: Movement
There is currently only one specific guideline
- Support bodily interaction

Bodily interaction is experienced as enlivening. It heightens the inner activity level, stimulates mental energy, creates mental-bodily engagement. Bodily interaction is expressive. It is part of expert skill, and also is a means of personal self-expression. Bodily interaction is highly performative and often a part of implicit coordination with other people. Bodily interaction is observable, fostering group awareness and attracting attention.

A bigger interaction space enforces more & larger movement and thus intensifies interaction. It also encourages more expressive gesture. Movement leads to bodily appropriation of space (taking ownership). The dynamics of group discussion often can be read from bodily interaction rhythm (see e.g. [6]).

Figure 2 shows the clavier path, one installation from the “Sensoric Garden”. This was the result of a one-year student project, being an ensemble of interactive installations installed in a public park during a festival in Bremen and open during night hours [12]. Walking along this path (thereby interrupting light sensors) triggered colored spotlights where one walked and different drums and beats.

Here the expressive & performative aspects of interaction are salient. This is part of the fun of interaction. People try out different things, walking back and forth, using their umbrellas to trigger light sensors, jumping and dancing. We could observe people dancing for extended periods of time and dancing in groups. The picture demonstrates that it also seems to be fun to interact as a group. As the light sensors are located directly beneath corresponding spotlights and the designers had taped stripes on the floor to highlight the clavier analogy, it was intuitive to understand general concept. Yet for a good performance practice or skill is needed.

In the assessment of two different versions of the EDC, a system for participatory urban planning relying on an augmented game board, I also found movement to be a crucial element [6]. The different size of the system versions had marked effects on group...
behavior. With the larger system we observed large gestures, people taking ownership both bodily and mentally and a very lively group. The group using the smaller system used only short, tiny gestures and behaved almost timid and quiet, not appropriating the system space. This is visible in posture. Whereas the first group often leaned out wide over the system, the second tended to lean back and to use self-blocking postures (elbow on table and chin leaned upon while drawing).

Figure 3. Comparing movement and posture of user groups at two system versions of different size [6]

A big interaction space necessitates big movements. In this study we could observe how bodily interaction seemed to trigger engagement and mental movement. The visible movement (on the video of the sessions) gives a reliable indicator for the discussion intensity and imagination taking place, while quietness is linked to phases of reflection & abstraction. Big movements also enhance expressiveness (gestures). In the EDC study we found gestures to be important for building a shared mental image. These big movements and gestures also were important in fostering taking ownership of system space.

3.5 Space and Spatiality: Visibility

Central guideline here is:

- Ensure visibility of 1) objects 2) actions and 3) effects

Visibility makes actions observable and improves legibility. It contributes to account-ability [13]. Because of the implicit force to be able to explain publicly visible actions, people tend to reflect more what they do. Seeing actions while they are being done and seeing preparatory movement aids anticipation and improves (peripheral) awareness, supporting coordination. Seeing an action and observing the effect also enables learning by observation. Reciprocity (seeing and being seen) is important for social interaction. Visibility of objects provides focus and shared reference points. It calls for attention.

In the EDC evaluation it was salient how people would always talk and explain when they were sketching a solution idea. The drawings gave visible traces of actions, while gestures served as non-permanent, slowly fading memory help. Without visibility of emerging ideas (one system version had no sketching facility), the shared mental image suffered, resulting in insecurity and less thorough discussion of alternative solutions. Yet both system versions effectively served as a focus for discussion, creating a shared (bodily and mental) orientation.

3.6 Embodied Facilitation: Access Points

Access points refers to the options people have to access and actively influencing the system. Access is an issue of power, highly influencing group dynamics. Guidelines are:

- Give multiple points of interaction
- Give equal access and no privileges
- Implicitly produce a shared transaction space, that is a space where the participants action and attention areas overlap (usually the forefront of bodies)
- Allow for simultaneous action

In assessing the EDC [6] we found that privileged access of facilitators to system functionality in the facilitated participatory session affected the power play. Changing the system to a setup, where crucial system function could be accessed from the table (where the group was sitting) established equality and enabled everybody to take over system control.
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ABSTRACT
The fields HCI/usability and computer games have existed for a few decades with virtually no mutual interaction. However, in recent years, a number of exchanges have appeared, both in academia and in practice. This paper presents a preliminary account of this development. Exchanges in both directions seem viable: evaluation methods from HCI/usability towards games and interaction techniques and supporting user communication from games towards HCI/usability. The paper concludes with a discussion of the differences and similarities between the two fields.
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INTRODUCTION
The two fields HCI and computer/video games have been around for a few decades. Both have gained substantial foothold and have definitely come to stay. In computer science curriculae in the US, HCI has become one of the ten most popular areas [9]; every system developer knows about usability but does not necessarily agree or abide with it; a vast number of usability activities are conducted every day; numerous textbooks in HCI and usability have appeared; and a good number of conferences are held every year.

Similarly, the area of computer games has exploded in the last decade: a large proportion of the population plays regularly; alledgedly, the game industry in the US is the fastest growing sector in IT and is now economically equivalent to Hollywood; and massive multiplayer online games with hundred of thousands or even millions of players have appeared - such as Everquest and Lineage.

A generic feature of the two fields is the dedication to providing the users with what they want, but nevertheless there has been very little interaction between them. An exception in the HCI field is the 1982 paper by Tom Malone [10] addressing how software can be made more enjoyable by adopting ideas from games. Another exception is the extremely popular game The Sims developed by Will Wright. Richard Rouse [13] comments on this game

"The Sims’ user interface is a beautiful example of how to do an interface correctly - the user interface is so simple and intuitive and the tutorial addresses how to play the game, not how to manipulate the interface … no doubt the result of rigorous playtesting”

An interview with Will Wright reveals in fact that the user interface went through 11 iterations with about 100 playtesters where the developers sat down and watched players’ mistakes and misconceptions [13].

But within the last few years, a remarkable change has emerged. In the game industry, Microsoft established a Playtest group a few years ago with quite remarkable results [11]. In academia, an article in the respected journal Human-Computer Interaction based on a Ph.D. thesis by Carlo Fabricatore appeared [7]. In spite of these developments, Pagulayan et al. conclude [11] “This relationship between theories of game design and traditional HCI evaluation methods has yet to be defined but definitely yields an exiting future.”

This paper shares this point of view and takes up this challenge. First the paper outlines the background and a framework. Next contributions from usability to game and vice versa are outlined, followed by a discussion of the differences and similarities of the two fields. On a related note, usability has recently been applied successfully to interactive art by Höök et al. [8]. This is relevant as many computer games do have an element of artistic expression.
BACKGROUND AND FRAMEWORK

In software engineering and the emerging field of HCI/usability, a host of books on user interface design emerged in the 1980’s and 1990’s. Similarly, in game development, many books have seen the light of the day since Chris Crawford’s seminal book The Art of Computer Game Design from 1982 [4, 5, 13, 14]. It is striking that - to the best of my knowledge - no books on interface design in games have appeared although the players’ interactions in games is so intense.

An interview with the highly experienced game designer and author Ernest Adams [1] provides a strong indication of the realm of game design:

“"I've been working for a major game developing company for 8 years and I've never seen a methodologically sound study of who the players are … game design is based on common wisdom and guesses - designers build games for themselves.”

Against this background the paper illustrates the state of art by discussing five recent examples of exchanges between HCI/usability and computer games, see table 1 below. The selection of material included warrants a comment. I have focussed on the contributions in the literature that best support the points made in the paper. I do acknowledge that other work in the field exists, for example by Melissa Federoff.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Contribution</th>
<th>Route Usability Games</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chao (2001) [15]</td>
<td>Game interface to prod. software</td>
<td>⇐</td>
</tr>
<tr>
<td>Fabricatore et al. (2002) [7]</td>
<td>Empirically founded design guidance</td>
<td>⇐</td>
</tr>
</tbody>
</table>

Table 1 Selected examples of HCI/usability-games interaction

----

1 I have chosen the awkward terminology “HCI/usability” - as opposed to either HCI or usability - as both areas are relevant in the discussion.

ROUTES FROM USABILITY TO GAMES

Pagulayan et al. [11] report an impressive endeavor undertaken at Microsoft Game Studio in Washington. The rationale for their work is that games are doing very well on the market, but would in all probability do even better if the games were more usable. There is also a growing recognition that even successful games such as Halo suffer from poor usability, for example in terms of tutorials and weapons control [3]. Established in 2000 and employing a handful of game developers, psychologists and HCI specialists, the Playtest group has tested more than 70 games with more than 10,000 participants. The group employs quantitative and qualitative methods and address initial player experience as well as deep gameplay. The group is also involved in development of the games. They employ an iterative approach denoted RITE: Rapid Iterative Testing and Evaluation based on short cycles. The following example illustrates their work [12]. In a combat flight simulator most players had difficulty with the term “AI level” in the difficulty presets (meaning “Artificial Intelligence level”). Several interpretations were offered:

- “A one level … ?”
- “AI level … ?”
- “Alitude level … ?”
- “Anti aircraft … ?”

The redesign solution was to rename “AI level” to “Enemy level” in three settings: rookie, veteran, ace; this remedied the problem completely. Did anyone say “Classic usability wisdom: ‘Speak the users’ language’”? To the best of my knowledge this endeavour at Microsoft is the only example of major game developers having seriously taken up usability approaches.

Christensen et al. [2] report on using techniques and methods from Participatory Design and usability in developing a hybrid game called Takkar. Takkar combines live action role playing games with virtual role playing games, allowing playing on-line inbetween the much less frequent live action role play sessions that take place outside with dresses, equipment, scripts, roles, etc. a few times a year. The development included substantial prototype development, numerous playing sessions both on-line and in the real world, expert reviews, and in-depth debriefing interviews. The iterative development revealed a range of issues such as walking and talking simultaneously with your fellow players. This is completely natural in the real world while not at all easy to transfer to the virtual game world due to game engine constraints.

Bekker et al [16] report on a quantitative study of the number problems identified in using usability evaluation techniques in children’s initial and extended use of computer games. They found that seven users were required to identify 85% of the known problems in initial use and eleven users in extended use – contrasting the commonly held – but also contested figure of five users as advocated by Jakob Nielsen.
ROUTES FROM GAMES TO USABILITY

The opening chapter of Richard Rouse’s book Game Design – Theory and Practice [13] is delightful reading. It is called What users want. It lists 16 principles such as Players want a challenge and Players expect to fail – much like principles or guidelines in HCI/usability literature. A considerable overlap with conventional HCI/usability approaches appears, but the differences are far more striking: The description – almost a narrative - entails the player in flesh and blood. It is clearly written by a highly experienced game designer who knows both the design and the play side of gaming. Contrasting this, most HCI/usability textbooks perceive users in the light of cognitive science: mental models, memory capacity, attention span, features of the human visual system, etc. The Rouse opening chapter is the chapter I always wanted on users in HCI/usability books. On this note, I believe that many HCI/usability books are written by researchers with little or no design experience.

Dyck and colleagues [6] undertook a comprehensive study of interface features of contemporary computer games. The background to their study is the observation that games developed in their own direction, e.g., no windows and no widespread standards, and there is a strong focus on novelty, user performance and user satisfaction. Thus, games can be seen as adopters of new interaction technologies. Dyck and colleagues studied 13 games while employing 5 methods: game playing, keeping diaries, observations, reviews, and analysis sessions.

Their findings address four areas:

- **Effortless community.** Games makes it easy to form, join, and participate in communities of users. An example is the successful integration of the natural community in the game world in massive multiplayer games.
- **Learning by watching:** gamers help people learn the application by watching ‘over the shoulder’ of more experienced users. As an example, in multiplayer games all players can readily observe other players’ actions and thereby reduce obstacles in learning.
- **Deep customizability:** games give users the power to modify and extend any aspect of the user interface and allow them to share those modifications. As an example, in Everquest, players can readily store an action sequence in a new button with a few mouse clicks as opposed to for example Microsoft Word, where 7 actions are required to record a macro and 5 more to place it in a toolbar.
- **Fluid system-human interaction:** games communicate information to users in ways that do not demand the users’ attention and do not interrupt the flow of work. As an example, in many games, system messages are delivered in an unobtrusive way and do not require the player to acknowledge or dismiss them.

Dyck et al. conclude that games provide a wealth of successful radical and novel interaction concepts that might benefit users of productivity software. On a final note, I should add that some find that these conclusions paint a too glamorous picture [J.H. Smith and L.J. Christensen, personal communication, June 20th, 2004].

Chao [15] reports an interesting application of game elements to productivity software. He reshaped the traditional user interface to process management in UNIX to a Doom-look-a-like, where a monster corresponds to a UNIX application process. Killing a monster corresponds to killing a process, while reducing the power of a monster corresponds to reducing the resources of a process, such as slowing it down. The interface was disseminated via the Internet and soon found wide acceptance among UNIX system administrators.

ROUTES BOTH WAYS

Carlo Fabricatore and colleagues [7] asked the question: What do players want? and answered it by empirically addressing players’ playability preferences. They selected the genre action game and selected 39 popular games. They had 53 experienced players play each of these games for roughly two hours while tape-recording their comments, logging their interactions, and conducting interviews after the sessions. The results were analysed in depth and resulted in a game reference model with 3 categories (entities, scenarios, and goals) broken down further. The guidance includes mandatory prescriptions and voluntary recommendations. An example from the category role (part of identity and entities) is the prescription Allow the player to understand the role easily and the recommendation Offer the player the possibility of selecting the initial role of the protagonist.

This work is groundbreaking in that it provides an empirical basis for design guidance by way of a comprehensive study of actual player behaviour. Hence Fabricatore and colleagues supplemented the experience-based game design evidence with systematically, empirically derived design evidence. As the evidence has been established in a fashion acceptable by the HCI community, one might hope that the evidence may flow back to HCI/usability and support designers looking into ways of making productivity software more enjoyable.

DISCUSSION AND PERSPECTIVES

As indicated above, exchanges in both directions seem viable: for example evaluation methods from usability towards games and interaction techniques and supporting user communication from games towards HCI/usability.

There are a range of commonalities between productivity software and computer games (and more broadly entertainment software): learning, motivation, mental models, control, interaction, feedback, spatial navigation, linguistic and visual expressions etc. These seem to be within the scope of traditional usability approaches in both camps.
There are, however, also substantial differences that call for thorough consideration when trying to marry usability and games. The most important is probably that of challenge in games by way of an intended difficulty. This is witnessed by the game design slogan easy to learn but difficult to master. This is basically handled by balancing the gameplay—a feature that can be compared to usability efforts towards meeting the users’ needs in terms of effectiveness, efficiency, and satisfaction.

Another striking difference is freedom of use and acquisition. Productivity software is largely used mandatorily, typically in work settings. In acquiring and using productivity software, the user or consumer has little or no choice due to de-facto market standards (in web-applications, the range of choices is, however, often somewhat wider). Contrasting this, use of computer games is featured by being almost exclusively voluntary and hence Darwinism in the marketplace has a more pronounced role at the low level. However, as in the early days of computers and computing, the quality usability of games seems so far to have had little impact in the market.

In many computer games, huge virtual universes are created and players can contribute substantially to these universes. In spite of the richness, diversity and vastness of these universes, the action takes place almost entirely within these universes, encompassing both the digital world and the real world (with player communities, bying/selling avatars and objects, exchange of level designs, etc.). In productivity software there are substantial implications beyond the software: “Can I finalise the budget for the next quarter before the management meeting tomorrow morning?” and “Did I manage to get the right plane ticket on this odd airline web-site?”

The implications of these differences—and other fundamental differences between productivity software and computer games—are currently not clear in terms of the potential of usability methods in development of games and the other way: what productivity software can learn from computer games re-engagement and enjoyment. Perhaps a starting point can be the maxim in computer games (and indeed games in general): easy to learn, but difficult to master that reflects and contrasts conventional usability evidence easy to learn and easy to master. This is where the substance is regarding purpose of the software: the fundamental challenge for the player and the fundamental utility for the user.
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ABSTRACT

Within user-centered design personas and scenarios are seen to help designers imagine the users and aid exploration of design ideas. From the descriptions of fictitious users, the designer can identify with the users [6] and predict what the product will do for the user. The experiences from a workshop setting points to the limitations and problems with written persona descriptions in facilitating engagement. Furthermore the results suggest that the descriptions should be accompanied by plenary discussions in the design team.

1. INTRODUCTION

The method of personas has become widely appreciated [5] as a method that helps designers understand the users and keep focus on the user in the design process.

Most recommendations of how to create personas seem to include a written description either in the form of a bulleted list [8] or a longer narrative. Often photos depicting the fictitious user accompany the descriptions.

“Because personas must provoke empathy, they must have attributes of a real person” [3] p. 12. As the quote indicates real people can create empathy, but what attributes needed is not explained. Unfortunately the HCI literature is sparse on how a written description can create empathy and the literature does not examine the process of understanding another person from a written description.

In earlier work [7] I have looked at film scriptwriting to find theories and recommendations dealing with how written descriptions of users can be engaging. With inspiration from this area and from narrative theory I have developed the concept of engaging personas and narrative scenarios that forms the spine for both the workshop presented and this paper.

1.1 Workshop on personas, situations, and scenarios

In December 2001, the e-business group at AstraZeneca were in the middle of launching a web service for asthma patients – LinkMedica1 - and wanted to gain information about their users; the users’ needs and their use of the site. It was decided that personas and scenarios should be used as methods to provide the e-business group with the insight they lacked.

LinkMedica is a web service for asthma patients and health care providers. Asthma patients are able to monitor their asthma using an asthma diary, and health care providers can access the patients’ diary data. [2]

To gain insight into the users, both patients and health care providers, four user studies were carried out. The studies focussed on the use of the site, the use of Internet, the patients’ relationship to their illness, and the health care providers’ perception of which patients would benefit from using the site.

Two workshops for the e-business group were initiated. The workshops focussed on creating personas and scenarios from field data. Both workshops were video filmed. The videos and the written material from the workshops have provided the analytic material for this paper.

The workshop included three steps: development of personas, definition of each persona’s needs and the situations in which the persona would use the website, and finally development of scenarios for each need/situation.

2. DEVELOPING ENGAGING PERSONAS AND NARRATIVE SCENARIOS

The framework that was followed in the workshops consists of three steps:

1. Defining engaging personas and writing of these
2. Defining needs and situations for each persona
3. Writing scenarios for each situation or need

2.1. Engaging personas

The persona as perceived by Alan Cooper [3] is defined by goals. The engaging persona is defined by character traits2. This defines the persona as a rounded character [4 that enables empathy and sympathy thus creating engagement [9].

1 See www.linkmedica.dk
2 See [7]
The character possesses a variety of elements, both personal (inner) and inter-personal (social, public, and professional). The uniqueness of the character traits creates the difference between each persona. The personas have inner needs and goals as well as interpersonal wishes and professional ambitions.

The engaging persona description is characterised by:

1. Body: A description that allows the reader to understand the character as a human in a bodily sense.
2. Psyche: A description of lasting psychological traits.
3. Background: A description that includes cultural and social background.
5. Cacophony: Two oppositional character traits

The term cacophony can be expressed as two oppositional character traits and a peculiarity\(^3\). This creates a dynamic character with potential for development. With the oppositional character traits the development of the character is so to speak embedded in the character from the beginning.\(^4\)

### 2.2 Needs and situations

The understanding of the personas is further developed in the definitions of needs and situations. The situations are decided upon with a point of departure in the persona’s needs or a situation that will develop a need. The situation unfolds within the given design area and serves as a starting point for a scenario.

#### 2.3 The scenario

The scenario is written as a story with a beginning, middle, and end. The plot of the story is formed by the persona’s needs, the actions in causality derived from obstacles that need to be overcome, and goals that need to be reached.

In the scenario, the design area is explored from the persona’s point of view. Design ideas are created and evaluated against the needs and character traits of the persona.

The information is validated by how well the events are explained and fully covered as an effect of a previous event or by the character’s motivations for action (closure) and how well the story hangs logically together (coherence) \(^1\).

### 3. THE WORKSHOP

#### 3.1 Creating personas

An analysis of the material produced in the workshop showed that the engagement in the persona did not come from the written persona descriptions, but from the discussions of personas.

There were two kinds of discussions during the process:

- Discussions between designers while defining the persona
- Discussions after the personas had been written when they were used in the next steps: discussions of situations and discussions of the individually written scenarios

The videotaped discussions between the designers while defining personas showed that the transition from discussion to writing was difficult and that information was lost in the process. During the sessions of defining and writing the personas, the participants showed two different strategies:

1. Discussing, taking notes, and writing when the discussions had finished.
2. Discussing, writing, discussing, writing.

The latter strategy seems to have the least loss of information.

#### 3.2 Defining needs and situations

During the discussions of the situations the participants made a lot of effort to find the persona’s motivation for using the application. While discussing, the participants formed an understanding of the engaging persona enabling them to understand the motivation for the use. In this way, the discussions became just as important as the written material and compensated for the loss of information in the writing process.

The participants used their own experiences to support the creative process, but as these were brought to the design process through discussions, there was a constant adjustment of information to the design area, to the other participants’ experiences, and to the user inquiries.

The understanding of the personas furthered engagement. As the excerpt below shows, the designers were now able to construct each persona as a human agent and through the discussions place themselves in relation to the persona’s action and emotions.

“E: Then she is in control again
A: Yes she works for the tax authorities so she is ‘hard-nosed’.

E: I don’t think that if you ask her, she will say she is ‘hard-nosed’. Because she has talked to someone at her work even though she prefers systems.

D: It has something to do with the knowledge she has herself, she wants it confirmed or denied. It is this way of thinking ‘hard-nosed’.”

As the personas were discussed and perceived in a collective process, the participants acquired a common ownership of the personas. This is in contrast to the individual ownership that was observed in the writing process.

The thorough understanding of the engaging personas became the source from which the needs, in accordance to the specific design area, could be seen to originate.

The engagement in the personas was tested in the discussions about which situations should be chosen to start the scenarios. During the discussions, the participants were unable to understand the situations without a frame of reference to both the persona’s needs and his/her motivation for action.

---

\(^3\) Film scriptwriters express this as 1+1+1. The 1+1 are the two character traits in opposition. The last +1 is a peculiarity (workshop with M. Rukov 2003)

\(^4\) (See http://ccm.redhat.com/user-centered/personas.html for descriptions of users with only one character trait)
3.3 Creating scenarios
In the process of writing the scenarios, the persuasiveness of the story structure became evident. In one of the scenarios, the participants had relied heavily on their own knowledge of people similar to the persona in question and created a character that was unable to engage the readers. The scenario made a perfect story, but during discussions the participants realised that the events in the scenarios did not resemble the circumstances in the field studies. This shows that knowledge of the design area is important and that the scenarios have to be discussed. The written scenarios created design solutions from the persona perspective and allowed each participant an engagement in the persona. In contrast, the discussions opened up for a common understanding of the functionalities and the problem spaces connected to these.

4. WHAT DID THE ENGAGEMENT BRING TO THE UNDERSTANDING OF THE PERSONA
For the design group, the discussions functioned not only as definitions of the personas, the situations in which the personas would use the system, and the scenarios; they also created a broader understanding of the personas and the use situations.

The power of engagement was tested when the discussions took a new turn and moved away from a personas perspective to a perspective of an unknown and general user.

“D: You could make a function in the medical practitioner’s programme where you can write a message and then you can tick, if you want to send it to patients as an e-mail or SMS.”

The excerpt shows that the name of the persona has disappeared and the discussion focuses on an unknown medical practitioner. The design ideas were no longer validated by the persona. Instead the functionalities drove the story of the scenario forward.

5. MODEL FOR ENGAGING PERSONAS AND NARRATIVE SCENARIOS
The framework I present in the following is based on the concept of engagement in the persona, prescriptions derived from film scriptwriting and narrative theory, and experiences from the workshop. The framework includes the discussions as it, in the workshops, became evident that the discussions test the designers’ presumptions and bring these into the open [7]. During the discussions the understanding that the designers have of the step just finished is aligned.

The process of creating engaging personas and narrative scenarios includes three steps and five phases. The three steps are:

Step 1: Persona development.
Step 2: Definitions of a number of situations and/or needs. Each definition forms the basis for a scenario.
Step 3: Development of a scenario connected to a situation and/or need.

Between each step are discussions that evaluate the previous step and create a foundation for the next step.

The information used in the discussions consists of information from three different sources:

- Information from field studies.
- Information derived from the participants’ knowledge of the design area and persons similar to the personas.
- Fictional information created to suit the traits of the persona and the story structure.

6. CONCLUSION
To develop a system with a focus on the user requires that the designers are able identify with the user and understand the user’s motivation for using the system.

The concreteness of the engaging persona seems to make it difficult to maintain a system focus. Instead it forces the designer to understand the system from the user’s point of view.

Not all interaction designers and usability consultants are good writers, and the process of writing may create a barrier where information is lost. The plenary discussions among all partners involved support the written documents. Through the discussions, the engagement is developed, refined, and tested.

The value of discussions cannot be underestimated. They provide a means to bring the designers’ individual assumptions into the open and test these against the character traits of the persona and against the field studies.

The discussions also create an awareness of the relationship between facts, cultural knowledge, and fictional information.
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ABSTRACT
The development of a location-based pervasive computing solution requires a solid understanding of the needs of users within the context that the system will operate. A human-centred situated approach to designing mobile computing that is indexed to the users physical and social environments will help build a digital system that can augment user experience of a public place and reduce the complexity and amount of information needed for the human computer interaction.

This paper presents the outcome, in the form of an analytical model, SOPHIA, derived from field studies that were designed to capture this user experience of public places in the built environment, and to create a representation of this understanding in a form that will bridge the gap between analysis of the user’s context of use, and directly applying this knowledge to inform design of a location-based context-aware information system.
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INTRODUCTION
The importance of this research is that it provides an understanding of the human experience of a place, by applying methods and tools for gathering this information and presenting it in a form that can inform the design of context-aware applications which are indexed to both the physical and the social aspects of user experience in a public place. Despite many research projects in the mobile HCI community that look at issues associated with designing context-aware mobile computing appliances, very few index to human understanding of the information that already exists in the built environment in which they are operating. Current research into the use of indexical information for mobile device interfaces is focused on spatial and temporal indexicality, but since context is more than just space and time, a need for more research in this area to gather information about the user’s tasks and activity has been identified [5], so that social aspects of the use context might also be indexed to. Understanding the role of human activity within the built environment is needed to inform design of information systems that can augment and enrich human experience of a space [3].

Access to the users “knowledge-in-the-world” [8] reduces the need for the representation of complex and extensive information in the user interface. In this way, interface designs for mobile devices, which typically have small screens and limited means of input, can be simplified. To gain this access to user’s understanding of their current environment, we need to study how physical and social affordances of a place influence the situated interactions that occur there. To be able to design a mobile computer system that is truly aware of both its physical and its social context, we must first understand the relationship between the built environment and the social roles and rules of the people who inhabit that space [1]. We need to understand the social processes that surround our everyday interactions with others [11].

OVERVIEW OF STUDY
McCullough’s [6] typology of everyday situations gives a starting point for a vocabulary that can be used to analyse the social activities of a place, specifically those situated interactions associated with being out on the town: eating, drinking and talking; gathering; cruising; belonging; shopping; sporting; attending; and commemorating. Observing these situated interactions in the field, formed the basis for a study of social interaction in a public place, Federation Square, Melbourne, Australia.

Field Observations
Field observations were carried out using contextual interview [2] and observational ethnographic techniques [3]...
The analytical model that emerged from the affinity diagramming process is called SOPHIA (SOcial PHysical Interaction Analysis) and as a formalised understanding of social aspects of the user experience of a public place, is available for use during the design and development of a system that supports and augments the user experience. SOPHIA consists of seven high level concepts, further grouped to represent the three main aspects of social interaction in the physical setting of a public place. The main aspects and their associated concepts are: Knowledge (Knowledge-in-the-world, History); Context (People, Situation, Surrounds); and Actions (Reflection, Extension).

The participants were three different established social groups of three people who had a shared history of socialising in Federation Square. The first group were observed and interviewed during two three-hour visits to the square, the second and third groups completed only one visit each, the duration of which was also about three hours. The elimination of the repeat visit with the second and third groups was possible due to the fact that the method of conducting the field visit was refined, ensuring that the required variety of situated interactions experienced by the group could be achieved in a single visit. It was also observed that the first group participating in a certain type of activity during a repeat visit acted in a similar way as the first visit, making the same sorts of comments and actions, so the interaction data collected during these repeat activities was not significantly unique for the purposes of this study.

The outcome from these visits was: 6 hours of digital video, recording all questions and responses, initiation of activities, and movement of the group around the square; field notes; and diary reflections about each visit, recorded immediately after that visit. The digital video camera was used as the only sound recording mechanism. These videotapes were then transcribed, detailing all language interactions between interviewer and participants in respect to interactions related to place. Some gestures and actions that seemed important were also recorded in the transcript.
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RESULTS AND FUTURE WORK

This process resulted in a rich understanding of the user’s context. Not only through the extraction of themes, which provided a rich qualitative story themselves about how people experience physical space and interact with each other in those spaces, but also through the refinement of those themes into high level concepts that can be used to extract design opportunities for use in the creation of more specific design requirements. This study supports the contention of the importance of fieldwork and understanding of mobile contexts as the antecedent to the design and evaluation of these systems [6]. These opportunities could not be identified from casual observation of the place, or even from the interview transcripts, and it is only through the process of grounded theory analysis that this data could be reduced to a quintessential form for informing the design process, and in this way help bridge the gap between user studies and the design of a system that supports those users in the context of use.

To realise the validity of this process, a prototype system is being designed and evaluated using the outcomes from this study, the “Just-for-Us” system. This involves defining system requirements, in light of the design opportunities already identified by the process and as this system will be embedded in a mobile form factor, some functionality will be drawn from existing mobile guide designs. This mobile system will be taken into the field study location, Federation Square, Melbourne, Australia, and evaluated with users to measure its applicability, usefulness, and usability, in augmenting the user experience of that public place.
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ABSTRACT
We propose new approaches to interact with physically modeled sound models. Tangible interfaces are used to control physically modeled sonic models. Moreover, a visualization technique allowing the user to experience immediate feedback from the model is proposed.
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1. INTRODUCTION
In the recent years, the physically modeled sonic models have attracted substantial amount of attention in the sound synthesis and computer music community [1, 3]. This attention lies in the fact that the parameters of the physically modeled models can be controlled in the similar fashion as their physical equivalents. The performers are invited to interact with these instruments in a manner they are accustomed to with the physical instruments, whether these are music instruments or everyday life sonic objects.

In fact, the playability regions of the physically modeled instruments are directly derived from their physical counterparts. Yet, despite the user-model intuitive interaction instigated from such a relationship, the sound designers remain struggling in applying the physically modeled models in the multimedia applications.

One of the reasons for such hesitance is perhaps conditioned by unpredictable complexity of sonorities produced by the model with varying parameters. The topic is discussed in [5]. Additionally, the models' control has stimulated discussion. Frequently traditional interfaces such as mouse and keyboard have been adopted. These, however, essentially diminish the models' expressivity along with the possibility of natural motoric interaction between the user and the model.

To address the control difficulties, we propose a visualization-assisted strategy for physically modeled sonic models. We will discuss how the technique operates with the physical model of a violin, although it is suggested that similar approach can be extended to other musical instruments and sounding objects in general.

Interactive visualization-assisted technique allows visual representation of the behavioral variation in the model’s parameters. Technique called playability region has been employed to validate physically modeled models. Here the model’s behavior was analyzed and compared to the behavior of its physical counterpart. Accordingly, we propose to use the playability region to visualize the output waveforms of physically modeled models. In practice, the user attains immediate and intuitive feedback of the resulting sonority while perceiving the visually displayed waveforms—the result of the input parameters.

2. TANGIBLE INTERFACES
Tangible bits were previously proposed as controllers of physics-models in [1]. Everyday objects are preferred in such interaction (as opposed to sophisticated musical instrument controllers), as they are both easily accessible and intuitive in contact to a variety of unskilled users.

Tangible bits can be assigned to perform various tasks and mapped into a variety of instrument’s parameters. These are described and evaluated in the following sections.

Tangible User Interfaces (TUIs) [1] are an emerging field in Human Computer Interaction. Physical objects are used for the control of digital information. Different musical applications have already applied TUIs as a control interface such as the Audiopad [2], the Reactable [3] and the Audio D-Touch [4]. In these systems, tangible objects control sampled sounds and signal processing techniques. To our knowledge, there exists no system in which tangible objects would control physical models. In accordance with the model’s design, the physical motion of the tangible objects can be effortlessly mapped to its sonic characteristics. In this way, a larger body of users can interact with the virtual sonic models via simple tactile objects.

3. FRICTION MODELS
Friction is a result of force between objects in contact. In most engineering applications, friction is reduced to and identified as a source of noise and unstable vibrations. From a sonic point of view, friction stimulates the sound production of numerous musical instruments such as bowed violin and everyday objects such as musical saw, Tibetan bowl, train wheels, squeaking door and rubbed wineglass [5].

In this paper we proceed to look at possible applications of these models in multimodal HCI.
4. VISUALIZING PLAYABILITY
Playability can be defined as the region of the multidimensional space given by the input parameters of a physical model where high-quality tone is obtained. Traditional playability evaluation techniques propose a sound model that parameter space is visualized in the time domain. Schelleng [8] proposed an evaluation for the playability of a real bowed string instrument.

He suggested plotting the playability in a two dimensional space, in which the bow velocity was fixed and bow force and position varied between 0 and 5 N and 0 to 0.4 respectively (where the bow position is normalized, i.e. 0 represents the nut, that side of the string attached to the upper end of the instrument, and 1 represents the bridge, while 0.5 represent the middle of the string). Schelleng proved that there is also defined region in which the Helmholtz motion can be achieved.

The Helmholtz motion is recognized as the “sawtooth like” motion—an ideal motion every player is trying to achieve.

The playability region as defined by Schelleng is shown in Figure 1.

![Figure 1. The Schelleng diagram](image)

Figure 1 shows the playability region of the simulated bowed string physical model described in [6]. The playability region was calculated by maintaining a constant bow velocity of 0.05 m/s, and changing the bow force and bow position inside the parameters range described above. It is noticeable that there is an area of the playability region (which is the one denoted by Helmholtz in Figure 1) in which “good tone” is obtained. Above such region, noisy waveforms are obtained due to the fact that the player is using a too high bow force to control the model.

Below the “good tone” region, so-called surface sounds are obtained, due to the fact that the bow force is not high enough.

It can be observed that the simulated playability region displayed in Figure 2 is in good agreement with the playability region measured by Schelleng on a real instrument, and displayed in Figure 1.

This shows that the simulated bowed string physical model behaves in the same way as the measured instrument.

5. TOWARD MULTIMODAL PHYSICS BASED INTERFACES
We implemented our system using the Max/MSP and Jitter [7] software package.

![Figure 2. Playability waveforms of a violin physical model, in the position versus force plane. A constant bow velocity of 0.05 m/s is kept in the simulations.](image)

As tangible objects, we used hand-handled therapy devices such as squeeze balls.

In the process, video camera tracks the tangible objects, and motion tracking algorithms implemented in Jitter allow detection of the variation in position of such objects.

Such variations are mapped into sonic parameters of the physical model. In the same time, the parameters are mapped in the visualized playability region similar to the one shown in Figure 2.

6. APPLICATIONS AND TASKS
The multimodal interface described in the previous section can be used in different applications, from interactive computer music to new explorations in HCI. Such applications are described in the following.

6.1 Interactive computer music

The development of new interfaces for musical expression has seen an increase of interest in the computer music community. Often the interest is focused on interfaces, which mimic existing musical instruments.
One of the disadvantages of new interfaces for musical expression is the fact that most interfaces are not used by a broad spectrum of users. More often, interfaces are the product of a single developer and are hard to reproduce. We believe that by involving everyday objects the development of new musical instruments can be shared by a wider range of users and audience. Engaging unskilled participants in computer music performance was previously employed in Garden of the Dragon. [7]. In this interactive composition, the singing tube, a plastic corrugated tube utilized for plumbing and insulation, serves both as an instrument and control interface for a singing tube physical model. The participants were involved in motoric manipulation of the tube and transparent control of the model’s sonic parameters. The performance succeeded in bridging the interactive process between a sonically expressive physical instrument and its computer correspondent.

The singing tube interface was characterized by a steep learning curve, as it allowed different fairly unskilled musicians to become engaged in new music performances. We observed that the use of different tangible bits such as everyday objects in harmonization with physical models proved to have a strong potential for HCI music performances. Due to their simplicity, they allow broader audience to become engaged and interested in dexterous computer-assisted music functioning.

The performances have further potential to evolve into a task-oriented games and navigational systems. In particular, we find our proposals suitable for further explorations in audio-visual comprehension of physical and virtual music relations.
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ABSTRACT
In this paper, I will describe the conceptualization of an experimental design approach aimed at improving cross-cultural awareness in global interface design. The concept is based on an interdisciplinary approach that builds upon global user interface design, design research, experience design, culture theory, intercultural communication, cultural probes adaptations and credibility.
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INTRODUCTION
This paper will present various sections instrumental in the concept development for the design souveniring approach. This includes global user interface design, culture vs. intercultural communication theory, cultural probes, design souveniring, conclusion and further considerations.

BACKGROUND
The need for the development of new global design tools has been documented in previous literature. [1, 2, 3, 4] Current trends in interface design lean towards the design of more user appropriate design experiences. [5] New trends in design research suggest increased innovation and interdisciplinary involvement in creating design solutions. [6]. Countries around the world have varying cultural values and aesthetic perceptions [7, 8]. Intercultural communication theory, cites awareness and experience as two crucial elements for successful communication between cultures. [9, 10]. The need to improve online credibility is a growing issue which designers increasingly need to address [11, 20].

And finally, the integrated use of creative design methods such as Cultural Probes has proved to not only be useful in inspiring design and informing design [12] but, is also an enjoyable method of conducting design research [13, 14, 15].

Although web design literature encourages designers to consider intercultural needs [16, 17]; the majority of website designs are not reflective of these directives. The increasing pressure on designers to produce more and more user-tailored designs [5] grows everyday in tempo with user needs, expectations, demands, interest and technological savvy.

Design is a communication form and by ignoring diverse communicative and cultural needs of international users condemns global user interfaces to failure.

The aim of this project was to create an easily implemented and interesting approach for integrating cultural awareness into creative design practice as a means of improving the level of user appropriateness [1], user experience [5] and credibility [11] for global user interfaces.

Global User Interface Design
Website design literature is quite plentiful but, literature on global, international, cross-cultural, intercultural, multiethnic interface design is greatly limited with tools to improve global interface design virtually none existent.

Cultural background is a key determinant of aesthetic perception. National aesthetics are often rooted in impact, artisan influence, trends and styles of historical design movements. The clues of which exist in a cultures’ architecture, art and design. Things such as composition, color, typography and geometry can vary greatly from country to country providing important insights into cultural preferences. [1]

Culture Theory vs. Intercultural Communication Theory
Dutch theorist, Geert Hofstede conducted a study for IBM in the 1970’s that established 4 cultural dimensions: Power Distance, Individual vs. Collective, Masculine vs. Feminine
and Uncertainty Avoidance. A later study, provided the fifth dimension, Long Term Orientation. Hofstede’s dimensions have been applied to varying research areas including some relevant to the area of web design practices and the scope of this project. The influence of culture on Human Computer Interaction [19] and Interface Design [8,18] each utilized aspects of Hofstede’s Dimensions in pursuing their research. While Hofstede’s cultural dimensions provide some insight into more homogenous national cultures it is just one snapshot of any given cultural picture.

Edward T. Hall presents cultures complexities. describes culture as a communication system incorporating three aspects: its general structure, its various elements and its content. Content, can then be further subdivided into three areas: sets, isolates and pattern [9]. Hall also views cultures in terms of time, space and context. All of which would seem to be a germane application of culture theory to global user interface design considering that the worldwide web exists within an multi-cultural communication forum.

Culture can also be divided into two areas. Implicit culture, which contains the elements of culture that are most obvious and explicit culture that is harder to describe and most entrenched in our cultural composition [9]. Understanding the differentiation of these two areas can be a critical factor in the success of intercultural communication [10] as well as the development of user appropriate global user interface design.

Cultural Probes
The concept behind Cultural Probes evolved out of an artistic rather than scientific background. Cultural Probes like astronomical probes are released into the environment to collect and return data. The intention of the probes were initially created to only provide design inspiration.[12] but, have since been used in conjunction with other methodologies to inform as well as inspire design. Use of adapted forms of Cultural Probes [13,14,15], attempted not only to create more user appropriate designs but, also to create more user, as well as designer, appropriate methods. The empathy probe, adapted the nature of its probe to provide empathic understanding through the integration of experience designer, Elizabeth Sander’s say, do and make approach [14]. In the Design with Care project, cultural probes were integrated with ethnographic methodologies to navigate sensitive settings [15]. In the NetWorking.Kids project, the probes were adapted for improved and natural accessibility to their target group, kids, by integrating use of the mobile telephone into the project. Kids mobile phone usage in Denmark [13], where the study took place, is prolific and therefore an appropriate extension of the probes.

What is Design Souveniring?
Design Souveniring is a creative design approach, in the same vein as Cultural Probes (12). Like “probes” it aims to inspire design process but, unlike “probes” it also aims to inform design knowledge, broaden design exposure and stimulate designer awareness and sensitivity of cross-cultural design issues.

In the context of this project, the concept of “souveniring” is a broad use of the travel metaphor to encourage and enable cross-cultural design awareness and experience. The term Design Souveniring, therefore, is to be understood in two parts:

- The process of collecting digital or actual souvenirs to inform cross-cultural experience.
- The process of “stealing inspiration” from these digital or cultural artifacts to enhance cross-cultural design practice.

The design souveniring approach provides quick exposure to culturally relevant clues relevant to cross-cultural design. The design souveniring data as well as process can provide valuable “snapshots” into the global user experience. The designer interaction with the digital or actual souvenirs will provide texture rich cultural input which could later be utilized to inspire or inform design.

Similar to travel, there are many ways to arrive at your destination. Design souveniring can be design lead or target user lead. It can be embarked upon individually or collectively. A combined approach, rooted in intercultural communication [10] can provide both an emic (insiders view) and etic (outsiders view) of culture that can provide a more holistic picture to better enhance the design of global user interfaces.

In real life, travel and souveniring collecting occur at various budget levels. Design souveniring is similarly linked to priorities and resources. Time can also be a factor and is something of a commodity for everyone in the 21st Century and therefore a relevant concern when developing design development approaches. Integration of design souveniring in the initial stages of development, have the potential to provide deep perspectives into cross-cultural design solutions that can save valuable time and resources later in the process. Continued use of the design souveniring approach throughout the designer research journey can also prove to be a media rich resource that
provides an opportunity to expand design experience in tangent with designer goals, interest and investment.

**Designer lead**
The aim of the designer lead use of design souveniring is to encourage cross-cultural design understanding through personal experience. And to provide the designer with a rich, self dictated opportunity to amass not only design relevant but, personally interesting artifacts.

The actual experience of the *design souveniring* process has the potential to provide quick snapshots into the often, frustrated reality, of being an intercultural web site visitor, in much the same way as Empathy Probes provides an empathetic experience for its’ users [14].

A mixed media approach incorporating both the digital and physical world is the most ideal. The physical artifacts gathered can provide a richer textural element that would be limited in the digital world. While the digital world provides an extensive and economical accessibility to artifacts with the added advantage of easy distribution to, say, international colleagues, researchers or clients.

*Design souveniring* can be readily used in the short term for quick insight into cross-cultural design related issues. Idealistically, it will be integrated into international and global user interface designer consciousness and iteratively practiced to enhance or enlarge the cultural profiles. Created over time, this could result in a heightened cultural sensitivity in international design practice on the web. The artifacts created through these processes can be used to deepen the level of the intended design, encouraging improved intercultural communication and self reflection.

The *design souveniring* data, can then be utilized to better inform interviews, questionnaires and focus groups with target users for validation.

To Inform Designers:
- Online “travel”assistance
- Search Engines/Directories
- National Tourist Boards
- National Post Offices

**User lead**
The aim of User lead Design Souveniring is to initiate a dialogue between the user and the designer on relevant intercultural design and communication issues. It involves users in an iterative process from the earliest stages which can further assist in site appropriateness and increased site credibility.

User lead *Design Souveniring*, is procedurally close to the execution of the Cultural Probes method [12]. Users are presented with information and then asked to embark on a cultural journey (domestic-self reflective or international-cross-cultural experience).

The participants actively document their experience by creating *design souvenirs* that designers later can use to remind them of user presence, needs and desires. The information can be used to inspire design, to analyze design and to qualify or quantify design research. See below for further exemplification. Effective planning of the sample target group can improve design integrity by providing a range of representative perceptions. Single cultural targets can provide depth into cultural understanding and design inspiration. Cross-cultural targets can provide insight into the communicational barriers of intercultural designs.

**Plans for a Focus Group Approach**
Groups can be used to introduce new input on a culture and confirm or dissipate stereotypical perceptions and cultural bias. Group input can provide rich, textural artifacts to expand typical (in the box) design processes into creative problem solving atmosphere. Group input can provide valuable insight into the macro and micro views of cross-cultural interaction.

Groups should be composed of geographical and/or cultural representatives to ideally represent the country or culture. For example, a Danish group would ideally consist of representation from Zealand, Jutland, Funen, Bornholm, the Færø Islands and Grønl and. This to provide a broader understanding of the “total” cultural representation and issues.

**Materials**
Informed consent, video, scissors, paper, glue, tape, stapler, notebook pages, “own data”, tourist bureau materials (maps of country, maps of capital, various regional and tourist attraction brochures, postcards, Stamps (stamp collage), artifacts from famous national writers, poets, musicians, philosophers, scientists, statesmen, artists, designers, music, pop culture representation and thank you gifts.

**Procedure**
- Contact regional representatives
- Give or send “Souveniring” Kit (see contents below)
- Give participants fixed time frame in which to collect data (i.e. week)
- Have participants send back “Souveniring” Kit
- Send “Thank You” gift to participants
- Follow up interviews for analysis validation

**Souveniring Kit Contents**
- A Presentation of Design Souveniring
- Presentation of Kit
- Informed Consent
- Tourist literature (maps, brochures, postcards, photos)
- Notebook
• Stickers (to notate areas on map—round colored)
• Highlighter
• Assorted Paper (color/texture)
• Camera (documentary: your culture/your connection to other cultures)
• Questionnaire:
  • Own culture commentary (emic view)
  • Other culture commentary (cross-cultural issues) (etic view)
• Similar and different (for testing intercultural issues)
• Pre-postage paid envelopes
• Pre-postage paid postcards
• Disposable Camera
• Recorder
• Keep a Log of SMS and data collection
• Designer Loggers: Catalogue activity.

CONCLUSION

Cross-cultural design is influenced by experience. Cross-cultural experience provides insight to cross-cultural expectations and conventions. Cross-cultural observation provides windows into cross-cultural life; the people, the environment, the needs, the frustrations, the desires, the dreams. Improved cross-cultural awareness can aid in improved cross-cultural understanding and better intercultural interactions.

FURTHER CONSIDERATIONS

The design souveniring approach is still in the conceptual phase and needs further use in the field to ultimately evaluate its validity and reliability as a developing method for design research. The next phrase of the process, involves testing the design model and analyzing the feedback.

Recommendations for further studies would be to enlist or form interdisciplinary cross-cultural design teams to use and review the design souveniring approach, helping to evaluate its operational use and to increase the awareness of the need for improved cultural sensitivity in international design practice.

A collaborative cross-cultural effort, would allow for data to be analyzed with a more holistic global reflection and allowing for further refinement and development of improved creative practices addressing global user interface design and enhanced intercultural communication for a truly world wide web.
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