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 In the following we review some of the work that have appeared on methods and tools for automated testing, and relate this to our work. The discussion is structured into an untimed part appearing in Section 1, and a timed part appearing in Section 2. We outline the novelties of our approach in Section 3.

 We shall introduce an alternative method of testing based on checking sequences for finite state machines. This has recently been applied also to real-time systems. Other topics include the choice of implementation relation, the approach to test generation, be it online or offline, and the strategy used to select tests.

 1 Untimed Testing

 This section discusses related work that does not deal explicitly with real-time, but which is nevertheless important. We first take a deeper look at both the theoretical and practical issues that arise from testing of concurrent systems. Then two extreme approaches to automatic testing, offline and online test generation, are identified. The description of test generation using checking sequences follows. Finally, we discuss test selection. Our test selection method is rooted in well known sequential testing techniques.

 1.1 Test Observations

 In the presented untimed testing theory we have assumed that the outcome of executing a test could be found by reading the verdict label of the state in which the execution of the tester and implementation deadlocks. However, this assumption is not without practical complications, as we shall discuss in the following. The comments also apply to our real-time preorder.

 The first problem is how to conclude that the execution of the tester and implementation has entered a deadlocked configuration, i.e., that no further synchronizations are ever possible. It is of course impossible to wait an infinite amount of time to determine whether a deadlock has occurred, or whether the implementation is just too slow to respond. In practice, extremely long response
times are unacceptable, and consequently expiration of a carefully set timer can be used to declare deadlock. Another consequence of our assumption is that deadlocks and internal divergence (live lock) in the implementation are indistinguishable. However, such information about divergence could be of great value when diagnosing why a test failed.

The second problem is related to the certainty with which observations can be made in face of non-determinism. The essential problem is that satisfaction of a must property is quantified over all computations of the implementation, whereas a single test execution only reveals one.

When the execution of a must test deadlocks in a fail state, it can safely be concluded that the system is erroneous. However, from the observation of a successful computation, it cannot be concluded that the implementation always passes that test. Similarly, when a may test is successful, the implementation certainly had the desired trace, but when it is inconclusive, neither presence nor absence of the trace can be concluded.

Even if the same test were executed multiple times, it is unlikely that the implementation has followed all possible paths or interleavings. Hence, there is no means by which a black box tester can guarantee satisfaction of a must test. It is frequently assumed in practice that a finite number of re-executions of the same test will pass through all computations of the implementation (called the complete-testing assumption in [49]). An alternative to the complete testing assumption is to equip the tester with capabilities for monitoring which internal computations have been taken, or possibly even controlling which are taken, c.f., Brinch-Hansen [20] and Taylor et al. [50].

Deadlocks are not the only possible observations; indeed an abundance have been proposed. For an overview and classification we refer to Glabbeek [52]. Different assumptions induce different implementation relations that differ in how discriminating they are. For example, we could assume that the tester, in addition to observing deadlocks, also could recover from the deadlock and continue testing by enabling an alternative set of actions. Adopting observation of such communication failures leads to an implementation relation called the failure trace preorder. It turns out that such observations become central when time is taken into consideration, see Section 2.1.

Another fascinating example, albeit quite exotic, is observations corresponding to making copies\(^1\) of the implementation in its current state. Each copy can then be subjected to different experiments. This technique enables testing of the very discriminating the 2/3-bisimulation (ready-simulation) [30] preorder.

Nearly all of these theoretically based preorders are based on symmetric and synchronous communication between tester and implementation. However, in practice communicating systems often distinguish between inputs and outputs: Inputs signify data given to the system, and outputs data being produced by

\(^1\)Provided that we have yet to master the sophisticated technology required to realize Star Trek Replicators [28] we may need to settle with snapshots or core dump approximations.
the system. Inputs cannot be refused, but may of course be ignored, i.e., system entities are assumed to be input enabled. Trettmans proposes in [51] a preorder **iоconf** that relates processes when the outputs of the implementation after a trace are included in the outputs of the specification after the same trace. Trettmans also defines a stronger version **iоco** that additionally requires that the implementation only refuses to deliver outputs when the specification also refuses to deliver outputs.

1.2 Approaches to Test Generation

We distinguish between two extreme types of test generators: Online and offline generators. An **offline** generator does all work offline before test execution begins. It interprets the specification, constructs the success graph, traverses it to construct test cases, and performs test selection. The entire test suite is thus constructed a priori, and is typically stored in a set of files from where it can be recalled when a new product is to be tested.

An **online** generator constructs a test case as it is being executed. During test execution the test driver simulates the specification. The test driver constructs a set of actions that the implementation is expected to be able to synchronize on in its current state. This set of actions is typically chosen randomly from the success sets from the specification's current state. If synchronization were successful, the synchronization action is fed to the simulator that computes the states that the specification can reach after performing the action. A new success set is then computed and the procedure is continued. If the synchronization attempt was unsuccessful the test driver stops execution and reports the appropriate verdict. The test driver can be restarted to perform a new test for as long as time and other resources permit. Thus, only the parts of the state space and success graph actually executed needs to be constructed. Online testers are thus special cases of **environment simulators** where the interactions are derived from a well defined testing theory.

An example of an offline generator is the TGV (Test Generation with Verification technology) toolkit, developed at the University of Rennes, France by Jéron et al. [26, 5, 19]. Input to TGV consists of an SDL or LOTOS specification and a collection of test purposes. A test purpose expresses a particular property that the implementation must satisfy. The tool then constructs one test graph for each test purpose such that failure to pass the test implies failure to satisfy the test purpose. A test purpose is modeled as an automaton with a subset of states labeled with 'pass' or 'reject' verdicts. The test graph is a controllable subset of the graph consisting of traces leading to pass verdicts. A test case is controllable if it never has a choice of outputs, or a choice of producing an output or accepting an input. TGV is based on an asynchronous testing theory that distinguishes between inputs and outputs.

The test graph is constructed in several steps. First the specification is $\tau$ reduced and determinized. It is then composed with the test purpose via a synchronous
product construction. The result is the behavior that is relevant for the test purpose. The 'reject' verdict is used to limit the size of the product graph by not constructing behavior that has been deemed irrelevant by the test engineer. The graph is then traversed in two phases to resolve controllability conflicts. It should be noted that TGV performs 7 reduction and determinization on-the-fly, i.e., only the used state space is constructed and processed.

The test purpose plays an essential role in this approach since it determines which tests to be generated. TGV thus uses test purpose based test selection. Because the test purposes are written by test engineers, this is a manual strategy.

The techniques of TGV have been integrated into the commercial testing tool OBJECT GEODE from Verilog [27].

TōRX by de Vries and Tretmans [17] is a tool for online testing. It accepts specifications written in the Promela protocol specification language [23]. A TōRX configuration consists of three logical components: a specification interpreter, a test driver, and the implementation under test. The current interpreter is a modified version of the SPIN model checker [23]. The interpreter keeps track of the states reachable after the trace executed so far, and computes the actions possible in the next step. The test driver is the “middle man” which supplies the inputs produced by the interpreter to the implementation, and which invokes the interpreter with the resulting output.

In our view a good online tester systematically constructs and applies all possible tests, and avoids re-executing a test that has already been passed. Thereby it may obtain better coverage. From the description in [17] TōRX does not appear to address the issue of obtaining or measuring coverage: It does not save information about the test cases already executed, and thus risks re-executing the same test. It is also unclear whether the tool chooses between the actions produced by the interpreter randomly or in order.

The VVT-RT (Verification, Validation, and Test for Reactive Real-Time Systems) testing tool by Peleska et al. [38, 36] is also based on an online approach, but addresses the issues of systematic test generation and re-execution of test cases. A CSP specification is compiled to a deterministic graph labeled with refusal information similar to our notion of a success graph by the CSP refinement checking tool FDR [43, 44]. This graph is then interpreted at run time to generate test cases and evaluate their outcome.

In addition, a test monitor is used to determine the achieved coverage. It is concerned with two types of coverage. The first type is what parts of the refusal graph have been covered, i.e., which requirements remain to be tested. The second type detects what internal paths or components have been activated during a test. Because the implementations may be non-deterministic, this may vary from one execution to another. It may be important for the test engineer to know precisely which components or paths have been activated, for example which of a set of redundant components was active in a fault tolerant system.
For this reason, the testing monitor can also be equipped with probes into the internals of the implementation under test that enables the monitor to track which internal paths have been executed. The necessary instrumentation of the implementation must usually be done manually.

A final remark is that VVT-RT proposes hardware in-the-loop testing. This means that a separate test computer is used instead of the implementations operational environment, and that the test computer is connected to the external physical interface of the implementation. This tool also has the capability of generating real-time tests, see Section 2.3.

Our approach is based on an offline approach where we systematically analyze the specification and cover this with tests. However, handling timing uncertainty requires symbolic test cases or using an online approach. We shall therefore consider how to interpret event recording automata dynamically in future work.

1.3 Checking Experiments

A substantial amount of research was carried out in the period from the 1950’s to the early 1970’s on theories and algorithms for testing of sequential hardware circuits. This research resulted in efficient test generation algorithms that even guarantees full fault coverage under a specific set of assumptions. We refer to Lee and Yannakakis [31] for a recent survey of these results. The techniques are now being resurrected, generalized, and tried out in the context of conformance testing of communication protocols and reactive real-time systems. We shall therefore outline the key points of these techniques.

The theories were originally developed for Mealy-machines which are finite state machines where transitions are labeled with an input/output pair $s_i/o \rightarrow s'$ such that the machine upon receiving input action $i$ produces output action $o$. Two states are equivalent iff for every input sequence both states produce the same output sequence. Two machines are equivalent iff for every state in one automata there exists an equivalent state in the other, and vice versa. This implies trace equivalence. A checking sequence is a sequence of input actions that is able to distinguish inequivalent implementation machines from a known specification machine under the following assumptions [31]:

1. The specification and implementation are both deterministic Mealy machines.
2. The machines has the same set of input and output actions.
3. The specification is minimized (it has no equivalent states).
4. The specification is strongly connected (for every pair of states there is an input sequence that transfers the machine from one state to the other).
5. The specification is completely specified (for every state there is an out-
go ing transition for every input action).

6. The specification has \( n \) states, and the implementation has at most \( m \)
states, \( m \geq n \).

7. The particular \( W \)-testing method discussed below also requires a reliable
reset operation.

The basic idea in a checking experiment is to ensure that every transition of
the specification is correctly implemented by the implementation. A checking
experiment follows the following generic algorithm:

1. For every specification transition \( s \xrightarrow{i/o} s' \), apply an input sequence that
    transfers (a correct) implementation to state \( s \).

2. Apply input \( i \), and verify that the output equals \( o \).

3. Verify that the destination state is (equivalent to) state \( s' \).

There is a host of techniques for verifying that the implementation is in the
expected state (algorithm step 3). One, the so called \( W \)-method proposed by
Chow in [11], uses a characterizing set for state verification. A characterizing set
\( W \) for the specification machine is a set of input sequences that can distinguish
the behaviors of all states, that is, for every pair of states \( s, s' (s \neq s') \) there is an
input sequence in \( W \) such that the output sequence produced by \( s \) differs from
the output sequence produced by \( s' \). This method thus requires that the same
state is checked using all input sequences in \( W \). This implies re-application of
the transfer sequence in step 1, hence the need for a reliable reset action.

Let \( P \) be a set of input sequences that visits every transition of the specification
machine (i.e., that constitutes a transition cover). \( P \) is the set of actions needed
in steps 1–2 in the above algorithm. If \( n = m \) the sequences \( P \circ W \) constitutes
an exhaustive test suite \( (X \circ Y) =_{\text{def}} \{ x \cdot y \mid x \in X, y \in Y \} \). These sequences
can be joined via a reset-action to form a checking sequence. When \( m > n \) it
must be checked that the extra \( m - n \) states has an equivalent state in the spec-
ification. Because the extra states could be attached anywhere to the minimal
implementation machine, additional input sequences of exponential length are
required to ensure that all extra states are visited by the transition cover, i.e.,
the sequences \( P \circ Act_{m-n} \circ W \) constitute an exhaustive test suite \( Act_{m-n} \) is
the set of all input sequences of length less than or equal to \( m - n \).

The total length of a checking sequence constructed using the \( W \)-method when
\( m = n \) is consequently at most \( n^3 k \), where \( k \) is the number of input actions,
and can be constructed in polynomial time. When \( m > n \) the length grows to
\( n^3 m^{k_{m-n+1}} \), and thus becomes exponential in the number of extra states [11].

Test generation tools for FSMs using state characterization techniques exist.
An example is TAG (Test Automatic Generation) developed by Tan et al. at
the University of Montréal [48]. The tool uses harmonized state identification sets instead of Chow’s characterization set. This produces fewer test cases.

The methodology was developed for Mealy machines, but have in [49] been reformulated for LTSs, and are thus applicable in our testing setup in the case of deterministic systems. Some work exists on generalizing the theory to non-deterministic systems [32, 49], but it does not appear as well developed as the deterministic theory.

The employed implementation relation is trace equivalence. Ours is based on Hennessy tests which, contrary to traces, also have the capability of detecting deadlocks. We believe that this is essential for testing concurrent and distributed systems. Checking experiments appear ideal for relatively small deterministic systems, but where full fault coverage is critical.

1.4 Domain Based Selection

Most introductory books on software engineering or testing, e.g., Pressman [41] and Beizer [4], describe a technique for functional black box testing involving partitioning of the input values into equivalence classes (called domains in [4]) in which the implementation is expected to behave similarly. It is usually recommended to test each equivalence class once in its interior and a number of times on its borders or extreme values.

The rationale for this approach can be explained by considering the faults that can occur. A computation fault is wrong processing of all inputs in a domain, thus potentially causing wrong outputs. Hence interior selection. A domain fault is an incorrectly implemented domain, and thus inputs are classified wrongly. This is expected to occur most frequently on the border or at extreme values of the domain. Hence extreme value selection.

There is no formal definition of what precisely constitutes an equivalence class or what “same behavior” is. When the source code is available, inputs that follow the same path can be considered equivalent [54, 15]. Another common approach is to collect all predicates occurring in the formal or informal specification describing the pre- and post-conditions of its operations, rewrite these to a disjunctive normal form in order to obtain nice domains, and find their dependencies. Each disjunct is then treated as a sub-domain which is tested separately [4].

These ideas have been applied to formal specifications with the aim of ensuring coverage and automatizing testing, especially test selection and test outcome evaluation. Hierons [22], and Hörcher and Peleska [24] aim at automatizing testing against Z specifications.

Raymond et al. propose in [42] a technique for testing deterministic discrete time reactive systems against specifications given in the synchronous data flow language Lustre. Their work does not deal with testing of real-time constraints,
but whether the implementation computes permissible output values, given an
history of input values. Their work shares with ours the use of efficient data
structures commonly used in model checkers for computing relevant inputs.
They use binary decision diagrams to solve boolean equations, and use convex
polyhedra to represent solutions to numerical constraints. Their test inputs are
then randomly chosen from these solution sets. They neither propose an explicit
notion of coverage nor measure the resulting coverage.

In our approach we apply these selection principles to clock valuations, thus
regarding clocks as parameters, although oddly behaving ones. We use the
actions possible in a partition and its deadlocks properties as “outputs” to verify
that the implementation responds correctly. We also propose extreme value
selection to check that the time constraints are implemented correctly. Guards
could be implemented erroneously by initializing timers with wrong values, or
timers could be reused unsafely. A premature timeout could be caught by an
“upper” or late extreme value because an action that should have been enabled
(resp. disabled) have been disabled (resp. enabled). A missed deadline could
be detected by a “lower” or early extreme because an action that should have
been enabled (resp. disabled) is still disabled (resp. enabled). The notions of
computation faults and domain faults therefore also make perfect sense in the
time domain.

2 Timed Testing

The introduction of real-time influences all aspects of automated testing. We
first discuss potential revisions of the theoretical foundation and the imple-
mentation relation in Section 2.1, and thereafter turn to, in our view, mostly
theoretical testing methods based on checking sequences. Obtaining a manage-
able set of tests is a key issue in real-time testing. Some promising approaches
are discussed in Section 2.3. We make some remarks in Section 2.4 about other
potentially interesting algorithms for the analysis of real-time systems.

2.1 Observations and Timed Preorders

Our timed testing preorder was derived by including time in the traces of the
untimed may and must properties. It is important to note that the satisfaction
of the resulting implementation relation $\sqsubseteq_{tt}$ does not imply that no arbitrary
test automaton can distinguish the implementation from the specification. An
ideal preorder would satisfy the relations stated in Definition 1.
Definition 1 Test Preorder:
Let $\mathcal{L}_{\text{H}}$ be the class of test automata, i.e., timed automata whose locations have been labeled with verdicts pass or fail. Let $S, I$ be timed automata.

1. $S \sqsubseteq_{\text{must}} I$  iff  $\forall T \in \mathcal{L}_{\text{H}}, S \text{ must } T \implies I \text{ must } T$
2. $S \sqsubseteq_{\text{may}} I$  iff  $\forall T \in \mathcal{L}_{\text{H}}, S \text{ may } T \implies I \text{ may } T$
3. $S \sqsubseteq_{\text{te}} I$  iff  $S \sqsubseteq_{\text{must}} I \land S \sqsubseteq_{\text{may}} I$

That is, $\mathcal{L}_{\text{must}}$ does not fully characterize such a preorder. One reason is that the observations one would naturally make in a timed model change because the progression of time can be used to observe refusal of actions.

The notion of refusal testing in the untimed setting was first explored by Phillips in [40]. Contrary to our Hennessy based tests which deadlock when the implementation refuses to engage in one of the offered actions, refusal testing assumes that the tester can observe such refusals and continue with an alternative set of actions. In [40] this is explained as a button pressing experiment where the implementation is equipped with a button for each action as well as a green light. In a basic experiment a set of actions are continuously pressed until one is accepted, or until the green light goes off. The green light is constructed to be on while the implementation has internal processing to do, and to be off when the implementation has reached a stable state without being able to synchronize with the offered actions.

In a timed setting this observation of refusals becomes more natural since one can offer a set of actions and wait some amount of time. If the timer goes off a time bounded refusal has been observed.

This idea of refusals seems to underly the testing theory developed by Hennessy and Regan in [21] for the discrete Timed Process Language (TPL). They define the notions of may and must testing, and give an alternative characterizations based on bars, and based on passing tests in an associated test language (F-tests). Further, they also give a proof system for TPL. This work is thus a timed dual to the classical untimed work of De Nicola and Hennessy [34].

To apply the notion of refusals to dense timed automata we conjecture the need for test automata structured like the one illustrated in Figure 2. The automaton continuously offers a set of actions for $c$ time units, and uses an internal action to time out.

The timed failures model of timed CSP [46] could also serve as basis for a continuous time testing theory. A timed failure is a timed trace and a set of refusal tokens describing which actions are continuously refused in which time intervals along that trace. The semantics of timed CSP is defined using timed failures.

An alternative testing theory is developed by Cleaveland and Zwaluco in [16]. In
Figure 2. Test automaton for densely timed automata? $t$ is a clock used by the test automata, $c$ is a real-valued constant, $T_{t,a_i}$ is the sub test after executing $a_i$ at time $t$, and $T_{\neg A}$ is the sub test after refusing $A = \{a_1 \ldots a_n\}$ for $e$ time units.

this theory an internal computation step ($\tau$ action) is defined to take one time unit. Systems are related by a faster-than relation. This work thus suggests a link between real-time conformance testing and performance testing.

We conclude that the theoretical ground for real-time testing is not completely covered. We are looking forward to a well-developed and practical theory for timed automata.

We finally remark that Mok’s Real-Time Logic (RTL) [25] like ERA expresses time constraints on the occurrences of events. Central to RTL is the occurrence relation $R(e, i, t)$, which states that the $i$th occurrence of event $e$ happens at time $t$. Time constraints are expressed by a first order predicate logic on time- and occurrence variables. The event recording automata model is similar in the sense of stating timing constraints on event occurrences. However, in the basic definition, event recording automata only permit reference to the last occurrence of an event, and permits a limited set of guards only.

2.2 Checking Experiments for Real-time Systems

It would be natural to assume that exhaustive testing of densely timed systems would be impossible because of the infinite state spaces. However, it was shown by Springintveld et al. in [47] that a finite set of finite length tests suffices. Like the untimed case, exhaustiveness is only ensured under a set of assumptions about the implementation. Before stating the exact result and its assumptions, some definitions are necessary.

A region is a symbolic representation of a set of clock valuations, or formally, an equivalence class on clock valuations induced by the equivalence relation defined in Definition 3. The region concept was proposed by Alur and Dill in [2, 1] as a vehicle for studying decision procedures for timed automata, and has also been applied to model checking.
Definition 3 Region Equivalence [2]: Let $X$ be a set of clocks, and let $\bar{u}, \bar{u}'$ be clock valuations. Two clock valuations are region equivalent, written $\bar{u} \equiv_{\rho} \bar{u}'$, iff $\forall x, y \in X$

1. $|\bar{u}(x)| = |\bar{u}'(x)|$ or $\bar{u}(x) > c_x$ and $\bar{u}'(x) > c_x$

2. if $\bar{u}(x) \leq c_x$ and $\bar{u}(y) \leq c_y$ then
   \[ \frac{\text{int}(\bar{u}(x))}{\text{int}(\bar{u}(y))} \leq \frac{\text{frac}(\bar{u}(x))}{\text{frac}(\bar{u}(y))} \iff \frac{\text{int}(\bar{u}'(x))}{\text{int}(\bar{u}'(y))} \leq \frac{\text{frac}(\bar{u}'(x))}{\text{frac}(\bar{u}'(y))} \]

3. if $\bar{u}(x) \leq c_x$ then $(\text{frac}(\bar{u}(x)) = 0 \iff \text{frac}(\bar{u}'(x)) = 0)$

\[ \square \]

A clock value is divided into two parts, the integral part $|\bar{u}(x)|$, and the fractional part $\text{frac}(\bar{u}(x))$. The integral part is the largest integer not larger than $\bar{u}(x)$. Two clock valuations are equivalent if the clocks agree on their integral parts, and if all fractional parts are 0 or if they have the same ordering on the fractional parts. A clock can be assigned the designated value $\infty$ when it exceeds the fixed constant $c_x$. Beyond $c_x$, the precise value of $x$ is irrelevant with respect to the evaluation of the guards in the automaton. $c_x$ equals the largest constant used in guards on $x$ when the only assignments to $x$ are $x := 0$.

![Figure 4](image)

**Figure 4.** The regions (boldfaced line segments, corner points, and interior triangles) induced by two clocks $x, y$ and maximum domains $c_x = 2$ and $c_y = 1$. There are 28 regions in this example.

Figure 4 visualizes the region concept. The key observation is that no guard can distinguish between two clock valuations in the same region. A timed automaton can therefore be analyzed by picking a single representative clock valuation from each region. A region state is a pair consisting of a location vector and a region. The reachable state space of a timed automaton can be computed from the initial region state, and by recursively computing its successor regions.

The number of regions in a timed automaton with $|X|$ clocks is bounded by $|X|! \cdot 2^{|X|} \cdot \Pi_{x \in X} (2c_x + 2)$. It can thus be noted that the number of regions depends exponentially on both the number of clocks and the clock constants. The number of region states is bounded by multiplying the number of regions
with the number of locations.

Define the grid automata $G(A, \delta)$ as the sub automata of timed automaton $A$ that only contains clock valuations that are multiples of $\delta$, where $0 < \delta < 1$. Let $S$ be the states in $A$, and $X$ the set of clocks. Thus, a state $(\bar{I}, \bar{u}) \in S$ is also a state in the grid automaton iff $\forall x \in X : \exists k \in \mathbb{N} \; \bar{u}(x) = k\delta$. $G(A, \delta)$ represents a discrete version of $A$ with discretization step $\delta$.

The algorithm developed in [47] generates test cases for a flavor of timed automata called Bounded Time Domain Input/Output Automata (TIOA). The TIOA model distinguish between input and output actions; inputs are controlled by the environment and outputs by the automaton itself. A TIOA is input enabled which means that it is able to receive inputs at every time instant. The time domain of a clock is a bounded interval of real numbers united with the infinite element $\infty$. Intuitively, the value of a clock is defined to be $\infty$ when it exceeds the upper bound of the interval. Beyond this bound the exact value of the clock is irrelevant—it suffices to know that it is large.

[47] proves that bisimilarity of two TIOA can be decided by checking bisimilarity of their (finite state) grid automata, provided that the step size $\delta$ is chosen sufficiently small, i.e., $A_1 \simeq A_2$ iff $G(A_1, \delta) \simeq G(A_2, \delta)$.

The basic idea is now to use Chow's algorithm to derive a checking sequence from such a sufficiently fine grained specification grid automata. Note that in the deterministic case trace equivalence coincides with bisimilarity. A sufficiently small step size is $2^{-n}$ where $n$ is chosen to be greater than or equal to the number of regions in the product automaton of the specification and implementation TIOA.

Because the number of regions in realistic specifications is very large, it should be clear that the step size becomes infinitesimal, and consequently that the algorithm, while theoretically exhaustive, is highly impractical.

The assumptions of the algorithm can now be stated as:

1. The specification is a known controllable deterministic TIOA. The implementation can be modeled by some controllable deterministic TIOA.

2. The number of regions in the implementation does not exceed $n'$, and the step size is chosen sufficiently small as defined above.

3. The number of states in the grid automaton for the implementation does not exceed $m$.

A more recent result also using checking sequences of grid automata is presented by En-Nouaary et al. in [18]. The algorithm also uses a deterministic TIOA-model, but here the step size is chosen much larger than in [47]. It has been shown that when the step size is chosen to be $1/([X] + 2)$ [29], all reachable regions has a representative state in the grid automaton. The checking sequence derived from the grid automata can thus be viewed as a checking sequence for the
region graph of the specification. A fault model based on wrongly implemented regions is also presented.

The resulting test suite is exhaustive wrt. trace equivalence if uniformity can be assumed about the implementation. Their uniformity assumption states that if the implementation behaves correctly on some points in a clock region, it also behaves correctly for the remaining points. Although not explicit from the paper, it also seems necessary to assume that the implementation uses the same number of clocks as the specification, and has a no more than \( m \) states in its grid automaton.

The authors of [18] give an example of an on-off switch specification. The timed automata has two locations, two edges, one clock, and uses a maximum clock constant of 1. For this example, their algorithm generates 30 test cases. Thus, although the step size is more reasonable than [47], we still believe that it will be too small for most practical applications.

A final effort using checking sequences is reported by Cardell-Oliver and Glover in [10]. Their specification language, termed timed transition systems, is different from timed automata in that no explicit clocks exist. Instead actions are guarded by an upper and lower bound. One of the enabled actions must be taken from a state before any of them disables. Their testing methodology assumes a discrete time interpretation of deterministic, finite state, deadlock and live lock free specifications and implementations. As usual an upper bound on the number of states in the implementation must be assumed. Their approach is implemented in a tool which is applied to a series of small cases. Their result indicates that the approach is feasible, at least for small systems, but problems arise if the implementation has more states than the specification.

Recently Cardell-Oliver [8, 9] has outlined how to generate tests in the form of timed traces from continuously timed automata. Testing is based on generating a checking sequence from a digitized approximation of the original automaton. However, it is unclear from the presentation what properties this approximation has. The step size is chosen much larger than that required to visit every region, and possibly only such that every edge can be visited. Further, it is unclear what kind of communication interface is assumed to exist between the tester and the implementation: She seem to assume that the tester can observe the values of the clocks and state variables in the implementation.

Our symbolic method maintains exact information of the state space of the specification, and only assumes communication with the implementation via synchronizing on actions.

### 2.3 Real-Time Testing

The application of black-box domain testing to real-time systems is also proposed by Clarke and Lee in [13, 12, 14]. Although their primary goal of using testing as a means of approximating verification to reduce the state explosion
problem is different from ours, their generated tests could potentially be applied to physical systems as well. Their tests are not applied to a physical system, but to an Algebra of Communicating Shared Resources (ACSR) model thereof.

Time requirements are specified as directed acyclic graphs called constraint graphs. Nodes in a constraint graph correspond to actions, and edges express a time constraint between the source and target action. An edge is labeled with two pieces of information: an interval describing the permissible delays between the two actions, and a set of actions that may not occur during this interval. Tests can be automatically generated from such constraint graphs.

The authors define the domain of an action to be the permissible delays preceding the action. They further define different coverage criteria for these domains, such as observation of all actions, and/or observation of all extreme values in the domains. These criteria are then organized in a subsumption hierarchy.

Their domains are “nice” linear intervals that are directly available in the constraint graph. Also, since their constraint graphs must be acyclic this only permit specification of finite behaviors. Our specifications are given as event recording automata without these restrictions. Our stable edge set partitioning were obtained, not only by looking at single actions, but sets thereof, i.e., we do not assume independence of these. Moreover, since we operate with constraints over many clocks, our partitions are no longer just intervals, but of a dimension corresponding to the number of clocks. We further subdivide these into convex polyhedra, and applied symbolic reachability analysis to find the reachable parts thereof. Thus, we are faced with a more difficult analysis problem, and the constraint graph can to some extend be viewed as the outcome of this analysis.

Braberman et al. [6] describe an approach where a structured analysis/structured design real-time model is represented as a timed Petri net. Analysis methods for timed Petri nets based on constraint solving can be used to generate a symbolic timed reachability tree up to a predefined time bound. From this, specific timed test sequences can be chosen. This work shares with ours the generation of tests from a symbolic representation of the state space. The paper also proposes other selection criteria, mostly based on the type and order of the events in the trace. However, they seem to be concerned with generating traces only, and not on deadlock properties as we are. The paper describes no specific data structures or algorithms for constraint solving, and states no results regarding their efficiency. Their approach does not appear to be implemented.

The VVT-RT (now known as RT-TESTER) tool developed in cooperation between Bremen University and Verified Systems GmbH. [38, 36, 35], briefly discussed in Section 1.2, also facilitate real-time testing. The specification language is untimed CSP extended with a set of special actions set, and elapse, for setting and waiting for timers provided by the runtime system. CSP specification processes can synchronize on these actions, and use them to signal error if an action is not received when required, or for delaying inputs, etc. There are two types of timers. Fixed timers time out after a specified amount of time.
Random timers time out at a random instant in a specified time interval.

It should be noted that the specification accepted by RT-Tester is not a model of the desired target system behavior, but rather is a test specification consisting of CSP expressions representing the joined behavior of a collection of use cases, each describing a communication scenario, that the test engineerer wish to have tested. Thus much of the burden of generating and selecting test cases lies with the test engineerer. In the reviewed literature there is no description of how a test specification can be derived systematically from a model of the environment and desired target system behavior.

The employed coverage criterion aims at executing every edge in the refusal graph of the test specification at least once, including timer events. There is no coverage criterion for the time domain except that all time outs will be covered. Their approach has detected implementation faults in industrial applications [37, 45, 7, 39], but whether a more systematic and detailed treatment of time could reveal further faults is an open issue.

The approaches reviewed so far are based on so called behavioral specification languages. Another school is logic specifications. Mandrioli et al. [33] proposes a technique for tool assisted generation of tests from TRIO discrete time temporal logic specifications. The user assists in selecting the tests to be generated by guiding the decomposition of the specification into subformulae. The tool then generates a history (execution trace) satisfying the chosen subformula. With appropriate input/output labeling this trace can be used as a test case. The authors propose to measure coverage in terms of the number of axioms and predicates that have been tested.

2.4 Algorithms

Yannakakis and Lee [55] describe an alternative algorithm for computing a minimized reachable symbolic transition system from a deterministic timed automaton. The symbolic states resulting from their algorithm are stable in the sense that all its members have the same symbolic a successor states for all actions a, including the immediate time successor action. Our symbolic states do not have this property which implies that we must strengthen the symbolic states through a back propagation step prior to trace generation. Their algorithm is of potential interest to us because avoiding back propagation will be a big advantage if our techniques are to be applied in an online testing approach where the test case is generated while being executed. It will enable us to systematically visit all equivalence states without use of back propagation. It is unclear whether we will benefit from the acclaimed efficiency of the algorithm because the initial partitioning that must be provided (although the same as ours where the same edges must be enabled) is required to be convex.

Clock Difference Diagrams [3] is a binary decision diagram inspired data structure that permits representation of non-convex unions of convex sets. This data
structure will allow a much more compact representation of the passed list than presently done. It will possibly also enable reachability analysis to be made based on non-convex partitions, rather than on their present convex subsets.

3 Novelties of Our Approach

Our work focuses on fully automatic generation of tests for timed automata using an offline approach. Compared to the related work outlined in this chapter, our work distinguishes itself by treating time thoroughly and systematically, yet in a way we claim have practical relevance.

We have defined a partitioning of the timed automata specification which is much coarser than the previous approaches based on regions. It is our view that the region based techniques in most cases are too fine grained, and neither scale well, nor provide good guidance in the test selection process.

We have given algorithms that systematically explore the partition graph and cover this with tests. To our knowledge, the employed zone and DBM based algorithms and data structures for symbolic execution and reachability analysis of the specification have not previously been applied to testing.

A further novelty is that we permit both non-deterministic timed specifications and implementations. Most other related work on timed testing limits attention to only deterministic systems, whereas non-determinism is permitted in most untimed approaches. Our work thus levels out this discrepancy. To handle non-determinism, we made a slight generalization to Hennessy’s testing theory and adopted a specification language, event recording automata, that enabled us to perform the necessary analysis. Interestingly, the ease of analyzing event recording automata does not seem to have been exploited elsewhere.

4 Summary

We have identified two main approaches to test generation. In the preorder based approach, an implementation relation defines the correctness of implementations. A tool interprets the specification with respect to this preorder and generates test cases. Checking sequence based test generation checks that the states of the specification are equivalent to those of the implementation, i.e., that the implementation has no output- or transfer-faults. Both techniques have also been applied in the timed setting.

Test case generators can be online or offline. Online generators execute test cases as they are being generated. Offline generators output completed test suites before test execution. Further, test selection can be manual or fully automatic.

Our approach is preorder based, generates tests offline, and selects tests fully
automatically. Our work focuses on testing real-time constraints. The novelties include automatic test selection from a coarse grained state partitioning, handling non-deterministic timed specifications, and the application of symbolic verification techniques to test generation.
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